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Abstract

Recently, there has been growing emphasis on supporting robust learning within intelligent tutoring systems, assessed by measures such as transfer to related skills, preparation for future learning, and longer-term retention. It has been shown that different pedagogical strategies promote robust learning to different degrees. However, the student modeling methods embedded within intelligent tutoring systems remain focused on assessing basic skill learning rather than robust learning.

Recent work has proposed models, developed using educational data mining, that infer whether students are acquiring learning that transfers to related skills, and prepares the student for future learning (PFL). In this earlier work, evidence was presented that these models achieve superior prediction of robust learning to what can be achieved by traditional methods for student modeling.

However, using these models to drive intervention by educational software depends on evidence that these models remain effective within new populations. To this end, we analyze the degree to which these detectors remain accurate for an entirely new population of high school students. We find limited evidence of degradation for transfer. More degradation is seen for PFL; this degradation appears to occur in part because it is generally more difficult to infer this construct within the new population.
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Introduction

Increasingly, it is thought desirable that students acquire what is termed “robust” knowledge (Koedinger et al., 2012): knowledge grounded in conceptual domain knowledge (Craig, VanLehn, & Chi, 2008), which transfers more readily to related problem situations (Singley & Anderson, 1989; Fong & Nisbett, 1991), is retained by students over time (Schmidt & Bjork, 1992; Bahrick, Bahrick, Bahrick, & Bahrick, 1993), and prepares students for more efficient or more effective future learning (Bransford & Schwartz, 1999; Schwartz & Martin, 2004). One of the well-documented risks in problem solving across STEM domains is that students can develop superficial knowledge that fails these tests of robust learning. In particular, when students are not well-prepared for problem solving, they can develop problem solving knowledge which focuses on surface elements in problem situations, formal representations, and features of the learning environment itself (Chi, Feltovich, & Glaser, 1981; Rittle-Johnson & Siegler, 1998).

In line with this shift in perspective, over the past 15 years there has been a growing effort by intelligent tutoring system (ITS) developers and developers of other intelligent learning environments (ILEs) to develop interventions explicitly designed to increase the robustness of student learning. One general theme has been to improve the effectiveness of tutor feedback in supporting deep understanding, e.g., through natural language tutorial dialogues (Graesser et al., 2004; Katz, Connelly, & Wilson, 2007), through enhanced student interactivity with graphical feedback (Corbett & Trask, 2000; Butcher, 2010), or through focusing feedback on domain-independent strategies (Chi & VanLehn, 2007). A second major approach has focused on incorporating student-explanations into ITSs, asking students to explain their actions in problem solving (Aleven & Koedinger, 2002), or to explain worked examples of problem solutions (Corbett, et al. 2011; Hausmann & VanLehn, 2007; McLaren, Lim, & Koedinger, 2008;
Schwonke, Renkl, Krieg, Wittwer, Aleven, & Salden, 2009), towards supporting students in monitoring their understanding. Other efforts have focused on training meta-cognitive skills, such as the skill of using a tutoring system’s corrective and explanatory feedback effectively (Aleven, McLaren, Roll, Koedinger, 2006; Roll, Aleven, McLaren, Koedinger, 2007), and providing meta-cognitive feedback on students’ skill at self-regulated learning (Chin et al., 2010; Tan & Biswas, 2006).

The advent of interventions that can support the development of robust learning raises the question of whether another major benefit of intelligent tutors and AIED technologies can be leveraged: individualization. Individualization is a major goal of ITS and AIED systems (cf. McCalla, 1992; VanLehn, 2006), driven by models of students’ latent knowledge (cf. Martin & VanLehn, 1995; Corbett & Anderson, 1995; Shute, 1995). Individualization based on student knowledge has had substantial benefits for learners. For instance, Corbett (2001) demonstrated that Bayesian student modeling can be used to more efficiently distribute problem solving practice in an ITS, leading to a large gain in mean post-test accuracy with only a small additional cost in total time on task, compared to a fixed curriculum. Bayesian student modeling has also been successfully used to monitor student explanations of worked examples in ITSs (Conati, Gertner, & VanLehn, 2002; Salden, Koedinger, Renkl, Aleven, & McLaren, 2010).

Efforts to individualize learning environments rely on accurate student modeling. The efforts listed above have leveraged models of student knowledge which can successfully infer the probability that a student knows a specific skill from the student’s history of correct responses and non-correct responses (e.g. errors and hint requests) for that skill up until that time (cf. Corbett & Anderson, 1995; Martin & VanLehn, 1995; Shute, 1995; Pavlik, Cen, & Koedinger, 2009). In recent years, the debate about how to best model student knowledge has
continued, with an increasing number of explicit comparisons of models’ ability to predict future performance within the tutoring software studied (cf. Pavlik et al., 2009; Gong, Beck, & Heffernan, 2010; Wang & Heffernan, 2011; Pardos et al., 2011). 

While these student modeling approaches have been successful at predicting immediate problem-solving performance and improving performance on those tests, less attention has been paid to modeling the robustness of student learning. Several studies have shown that Bayesian student modeling can accurately predict immediate post-test performance on the same problem-solving skills studied in a tutor (e.g., Corbett & Anderson, 1995; Shute, 1995; Baker et al., 2010; Corbett, Maclaren, Kauffman, Wagner, & Jones, 2010; Pardos et al., 2011), a very limited form of transfer. But student models in intelligent tutoring systems have typically not attempted to go beyond this point in modeling whether learning is robust. Relatedly, some results suggest that Bayesian student modeling can be insensitive to differences in students’ depth of understanding. For example, Corbett and Anderson (1995) report that while Bayesian student modeling achieved high correlation to student post-test performance in the APT Lisp Tutor, it overestimated average student post-test performance by 5-10%. Tellingly, Corbett & Bhatnagar (1997) found that the extent to which the student model overestimates student test performance is inversely correlated with the each student’s initial declarative knowledge. In another APT Lisp Tutor study (Corbett & Trask, 2000), two groups of students worked to cognitive mastery levels with conventional and enhanced feedback related to a difficult topic. While students in the two groups worked to the same nominal cognitive mastery criterion, students in the enhanced feedback condition scored reliably better on the post-test, again suggesting that this type of student modeling may be partially insensitive to differences in deep understanding.
Some steps in the direction of modeling the robustness of learning in intelligent tutoring systems have been taken. For example, Jastrzembski, Gluck, and Gunzelmann (2006) predict not just post-test performance, but also how long knowledge will be retained after learning, within an ITS teaching flight skills. Another step in this direction is to assess the transfer of skill within the learning system. Much of this work has taken the form of modeling inter-connections between skills during learning (cf. Martin & VanLehn, 1995) or online testing (Desmarais, Meshkinfam, & Gagnon, 2006), or in using inter-connections between skills to revise skill models (Pavlik, Cen, Wu, & Koedinger, 2008). Additional, computational modeling has analyzed the mechanisms leading to accelerated future learning within a learning system (Li, Cohen, & Koedinger, 2010).

Building on this work, recent work has used data mining to develop models that can automatically detect whether student knowledge will transfer to related skills outside of the tutoring system, and whether students are prepared for future learning outside of the tutoring system. The difference between transfer and PFL is whether students have the ability to directly apply their existing knowledge in novel situations or in new fashions (transfer), versus whether students can acquire new knowledge more quickly or effectively from future instruction, using their existing knowledge (PFL). If models are developed that accomplish these goals – predicting from in-tutor behavior whether a student will be able to successfully transfer their knowledge out of the tutor to different skills and situations, and whether a student will be prepared for future learning outside of the tutor – then these models could be used to identify students who may be developing superficial knowledge in problem solving and in selecting interventions designed to improve the robustness of student learning. Students who are already on the road to robust
learning could continue with existing activities, while students unlikely to achieve robust learning could receive interventions.

In this earlier work, robust learning detectors (for both transfer and preparation for future learning) were developed for a population of undergraduate students using a Cognitive Tutor in the domain of Genetics problem solving (Corbett et al., 2010). These detectors were generated by engineering complex features related to students’ motivation and meta-cognition, and creating a model to predict transfer/PFL from these features. They were assessed using cross-validation at the student level (e.g. the detectors were repeatedly developed using data from one group of students and tested on other students). The detectors were found to be better than traditional student modeling methods for predicting both Transfer and PFL. In this paper, we study how well these detectors of Transfer and PFL generalize at the population level, studying the degree to which they transfer to a new group of students; specifically, a younger group of high school students using the same tutor software.

In addition to examining the models’ degree of generalization, we also analyze the specific student behaviors that are associated with robust learning in each population, towards increasing understanding of the conditions under which robust learning occurs in interactive learning systems of this type.

**Learning System**

Cognitive Tutors are a type of interactive learning environment which use cognitive modeling and artificial intelligence to model student learning, in turn using the model of student learning to adapt to individual differences in student knowledge and learning (Koedinger & Corbett, 2006). Cognitive Tutor curricula combine conceptual instruction delivered by a teacher
with computer-based learning where each student works one-on-one with a Cognitive Tutoring system that chooses exercises and feedback based on a running model of which skills the student possesses (Corbett & Anderson, 1995).

Within a Cognitive Tutor, as the student works through a set of problems, Bayesian Knowledge Tracing (Corbett & Anderson, 1995) is used to determine how well the student is learning component skills, calculating the probability that the student knows each skill based on that student’s history of responses within the tutor. Using these estimates of student knowledge, the tutoring system gives each student problems that are relevant to the skills which he or she needs to learn, continuing to provide problems until the student reaches mastery (e.g. 95% probability of knowing each skill) on all skills relevant to a given curricular area.

Within this paper, we study robust learning in the context of the Genetics Cognitive Tutor (Corbett et al., 2010). This tutor consists of 19 modules that support problem solving across a wide range of topics in genetics (Mendelian transmission, pedigree analysis, gene mapping, gene regulation and population genetics). Various subsets of the 19 modules have been piloted at 15 universities in North America. This study focuses on a tutor module that employs a gene mapping technique called a three-factor cross (3FC). The tutor interface for this reasoning task is displayed in Figure 1. The 3FC technique is used to determine both the order of three genes, (F, G, and H in this example), which lie on one chromosome, and to find the relative distances between the pairs of genes. In this technique two organisms are crossed (two fruit flies in the example) and the resulting distribution of offspring phenotypes is analyzed to infer the arrangement of the three genes on the chromosome. In Figure 1 the student has almost finished the problem. The student has summed the number of offspring in each of four phenotype groups that appear in the offspring table, and has categorized each group (as “parental” “single
crossover” during meiosis, or “double crossover” during meiosis). The student has compared the phenotype patterns in the offspring groups, to identify the middle of the three genes and entered a gene sequence below the table. Finally, in the lower right the student has calculated the crossover frequency between two of the genes, G and H, and the distance between the two genes. The student will perform the last two steps for the other two gene pairs.

(Place Figure 1 approximately here)

Robust Learning Measures

The robustness of student learning was measured through two tests: a transfer test, and a preparation for future learning (PFL) test. A standard pre-test and post-test, measuring the exact skills studied in the tutor, were also given.

The transfer test consisted of two problems. The first problem was a three-factor cross task in which double crossovers were so improbable that the double-crossover offspring group was missing. This is a “gap filling” transfer task (cf. VanLehn et al., 1992). The problem is solvable and most of the students’ problem-solving knowledge directly applies; the task examines whether students can draw on their understanding of that problem-solving knowledge to fill in the “gap” that results from the missing offspring group. The second problem examines whether students can extend their understanding of crossovers and crossover notation from three genes to four genes. In this problem students were given a parental genotype with four genes and asked to identify how many crossovers had occurred in various offspring groups (based on phenotype
structure rather than relative frequency) and to identify all the offspring groups in which a specific crossover had occurred. Students completed this transfer test following the problem-solving post-test at the end of session 2.

It is worth noting that the form of transfer represented by these problems can be seen as different from simply transferring knowledge to an isomorphic problem (cf. Gick & Holyoak, 1987). However, transfer problems of the more complex nature seen here, requiring some reasoning beyond simply transfer of skill, are frequently also seen in research on robust learning in interactive learning software (cf. Aleven & Koedinger, 2002; Atkinson, 2002; Mathan & Koedinger, 2005; Hausmann & VanLehn, 2007), and may represent a deeper test of the robustness of knowledge than an isomorphic problem. Interestingly, this more complex type of transfer problem is sometimes termed “far transfer”, but it is not yet clear whether it is more difficult for students to modify their knowledge to accomplish a related task (the type of transfer seen here), or whether it is more difficult for them to realize that their existing knowledge applies in a different context (the type of transfer studied in Gick & Holyoak, 1987).

In the preparation for future learning test, students were asked to solve parts of a four-factor cross problem. The reasoning is related to solving a three-factor cross problem, but sufficiently more complicated that a student could not be expected to invent a solution method by direct transfer, and certainly not in a short period of time. Consequently, this PFL test presented a 2.5-page description of the reasoning in a four-factor cross experiment, then asked students to solve some elements of a four-factor cross problem: identifying the middle genes, identifying all the offspring groups with a crossover between two specific genes and to find the map distance between those two genes.
Previous Models

In Baker, Gowda, & Corbett (2011a, 2011b), we presented models that can predict student transfer and preparation for future learning. These models were developed using data from 72 college students enrolled in biology courses at Carnegie Mellon University, who used the Genetics Cognitive Tutor for two hours apiece. The students used the Cognitive Tutor software for two hours, completing a total of 22,885 problem solving attempts across a total of 10,966 problem steps in the tutor.

Feature Engineering

The first step of our process of developing models of robust learning was to engineer a set of features based on a combination of theory and prior work detecting related behaviors. We tested a set of 18 features, represented as a set of 9 core features and 9 related features. Features 1-5 and their related features focus on student interactions with the tutor’s hints and feedback. Features 6-8 and their related features focus on the student’s problem solving actions. The 9th feature involves the dynamics of the student’s learning, moment by moment.

1. Help avoidance (Aleven et al., 2006), not requesting help on poorly known skills (on the student’s first attempt at a specific problem step), and a related feature, feature 1’, not requesting help on well-known skills.

2. Long pauses after receiving bug messages (error messages given when the student’s behavior indicates a known misconception) which may indicate self-explanation (cf. Chi, Bassok, Lewis, Reimann, & Glaser, 1989) of the bug message, and its inverse, 2’, short pauses after receiving bug messages (indicating a failure to self-explain)
3. Long pauses after reading on-demand help messages (potentially indicating deeper knowledge or self-explanation), and an inverse feature, 3', short pauses after reading the on-demand help message

4. Long pauses after reading an on-demand help message and getting the current action right (cf. Shih, Koedinger, & Scheines, 2008), and an inverse feature, 4', short pauses after reading an on-demand hint message and getting the current action right. Features 4 and 4' are sub-sets of features 3 and 3'.

5. Long pauses on skills that the student probably knows (may indicate continuing to self-explain even after proceduralization), and an inverse feature, 5', short pauses on skills assessed as known

6. Off-task behavior (Baker, 2007), where the student is engaged in behavior which does not involve the system or a learning task, and a related feature, 6', long pauses that are not off-task (may indicate self-explanation, or asking teacher for help – cf. Schofield, 1995). Off-task behavior is assessed using an automated detector (Baker, 2007).

7. Gaming the system (Baker, Corbett, Roll, & Koedinger, 2008), attempting to succeed at problem steps without learning the material (by clicking through help messages quickly until receiving the answer, or systematic guessing), and a related feature, 7', fast actions that do not involve gaming (which may indicate a very well-known skill). These features are computed using an automated detector of gaming the system (Baker, Corbett, Roll, & Koedinger, 2008).

8. The student’s average probability of contextual slip/carelessness on errors, making an error when the student is assessed to know the relevant skill (known to predict post-test problem-solving performance – Baker et al., 2010). This feature is computed using an
automated detector (Baker et al., 2010). Also, a related feature, 8', the certainty of contextual slip, the average contextual slip computed only for values of contextual slip over 0.5; this represents how certain the model is when it indicates that a student has slipped.

9. The student’s average learning per learning opportunity using the moment-by-moment learning model, which estimates the probability that the student learned a relevant skill at each step in problem solving. Also, a related feature, 9', the degree to which there are spikes in learning, defined as the ratio between the maximum moment-by-moment learning and the average moment-by-moment learning.

Many of these features involve a continuous variable, such as the time taken between actions or the probability of knowing a skill. In general, our detectors do not hinge on a student’s average value for the feature (e.g., average time between actions), but instead hinge on the proportion of actions that meet a constraint (e.g., the proportion of actions with a short pause, or the proportion of actions with a long pause). For each such feature, we empirically determined a cut-off value that indicates whether the student behavior occurred or not (e.g. a long pause or low probability), rather than averaging the actual values (times or probabilities), in order to avoid having a small proportion of extreme behaviors of interest be overwhelmed by noise in the rest of the student’s data.

Once feature engineering had been completed, a three-step process was conducted to develop model of transfers and PFL: selecting features, optimizing feature cut-offs, and combining the features into a unified prediction model. In order to select a set of features, we fit a one-parameter linear regression model predicting transfer from each feature (or related
feature), using correlation as the measure of each feature’s goodness. In order to increase the probability of a generalizable model, we assessed each model’s correlation using student-level leave-out-one-cross-validation (LOOCV). In this approach, a model is repeatedly fit for every student except one, and then goodness-of-fit is tested on the left-out student. Every student is excluded from the training set and used as the test set exactly once. In this situation, each model fit can have either a positive or negative coefficient, therefore the sign of a cross-validated correlation does not imply the direction of a relationship but instead implies its consistency. A positive cross-validated correlation implies that the models generalize across the data, while a negative cross-validated correlation implies that the models fail to generalize across the data (and the relationship actually flips direction for a substantial number of students). Using cross-validation in this fashion is considered a valid alternative to statistical significance testing (cf. Raftery, 1995), which explicitly examines the goodness of the models on new data, rather than investigating how well the model fits the data it is trained on (Efron & Gong, 1983).

**Transfer Detector**

Only features with positive cross-validated correlation to the transfer or PFL test were considered for inclusion in the full model.

For the transfer detector, nine features met this criterion: 1 (Help Avoidance), with a cut-off of 70% probability for “poorly known”; 2 (Long Pauses after a Bug Message), with a cut-off of 7 seconds for “long”; 2’ (Short Pauses after a Bug Message), with a cut-off of 1.5 seconds for “long”; 3 (Long Pauses after a Hint), with a cut-off of 8 seconds for “long”; 4 (Long Pauses after a Hint and Correct Answer), with a cut-off of 12 seconds for “long”; 6 (Off-Task Behavior); 7 (Gaming the System); 7’ (Fast Non-Gaming Actions), with a cut-off of 2 seconds for “fast”; and 9’ (Spikiness in Moment-by-Moment Learning).
Seven out of nine of these features depend on a threshold parameter, N; adjusting a feature’s parameter can result in a very different model. For each of these features, we used brute-force grid search to find an optimal cut-off level for each of the above-mentioned features (in grid search, values are tried for every step at the same interval – for instance 0.5 seconds, 1 second, 1.5 seconds, 2 seconds, etc.). Optimality was defined in terms of the ability to predict the dependent variable, performance on the transfer test. Variables involving probabilities were searched at a grid size of 0.05; variables involving time were searched at a grid size of 0.5 seconds.

The cross-validated correlations for single-feature regression models are shown in Table 1.

(Place Table 1 approximately here)

These nine features were considered as potential candidates for a unified model (other features, which individually had cross-validated correlations below zero, were eliminated from consideration, as a control on over-fitting). To find a unified model combining multiple parameters, Forward Selection was conducted (Ramsey & Schafer, 1997). In Forward Selection, the best single-parameter model is chosen, and then the parameter that most improves the model is repeatedly added until no more parameters can be added which improve the model. The goodness metric used was the LOOCV correlation between the predictions and each student’s performance on the transfer test.

The resultant model was:

$\text{Transfer} = -1.5613 \times \text{HelpAvoidance(1)} + 0.2968 \times \text{FastNotGaming(7')} + 0.8272$
The feature most strongly associated with transfer, both by itself and as a component of a unified model, was avoiding help, which was negatively associated with transfer (cross-validated r=0.376). One potential interpretation is that help avoidance directly caused lower learning (cf. Aleven et al., 2006), perhaps causing the students to have less conceptual learning, as the tutor hints are fairly conceptual in nature. This lack of conceptual understanding may in turn have made these students less able to transfer their knowledge. The other individual feature incorporated into the model was fast non-gaming actions. These actions were significantly positively associated with transfer. Fast non-gaming actions may indicate a degree of fluency with the relevant skills that facilitates reasoning with them, as hypothesized by Haverty, Koedinger, Klahr, and Alibali (2000), leading to better transfer.

The cross-validated correlation of the model to the transfer test was 0.396, as shown in Table 2.

(Place Table 2 approximately here)

**PFL Detector**

The same set of 18 features and model development process described in the previous section was used to develop a model of students’ preparation for future learning. In the case of PFL, five features showed positive cross-validated correlations between the individual feature and the students’ performance on the PFL test: 1 (Help Avoidance), with a cut-off of 85% probability for “poorly known”; 3 (Long Pauses after a Hint), with a cut-off of 8 seconds for “long”; 3’ (Short Pauses after a Hint), with a cut-off of 1 second for “short”; 4 (Long Pauses after a Hint and Correct Answer), with a cut-off of 8 seconds for “long”; 4’ (Short Pauses after a Hint and Correct Answer), with a cut-off of 20 seconds for “short”; 6 (Off-Task Behavior); 6’ (Long
Pauses that are not Off-Task), with a cut-off of 4 seconds for “long”; 7 (Gaming the System), 7’ (Fast Non-Gaming Actions), with a cut-off of 4 seconds for “fast”; 9 (Average Moment-by-Moment Learning); and 9’ (Spikiness in Moment-by-Moment Learning).

Single-feature regression models fit on the whole data set and their associated cross-validated correlations are shown in Table 3 (only features with cross-validated correlation over 0 are shown).

(Place Table 3 approximately here)

These eleven features were considered as potential candidates for a unified model. To find a unified model combining multiple parameters, Forward Selection was conducted, as with the transfer model.

The resultant models was:

\[
PFL = 0.0127 \times \text{Spikiness}(9) - 0.5499 \times \text{HelpAvoidance}(1) - 5.3898 \times \text{LongPauseAfterHint}(4) + 0.8773
\]

The feature most strongly associated with PFL was long pauses after reading hint messages and getting the next action correct, which was somewhat unexpectedly negatively associated with PFL (cross-validated \(r=0.410\)). As with transfer, help avoidance was also negatively associated with PFL (cross-validated \(r=0.329\)), and entered into the final model. Finally, the spikiness of the student’s learning is positively associated with PFL, and enters into the final model, achieving a cross-validated \(r\) of 0.233. This finding suggests that PFL is higher if a student’s learning more frequently occurs in relatively sudden “aha” moments, as compared to occurring more gradually, deeper learning is occurring.
As shown in Table 2, the overall cross-validated correlation of the model to the PFL test was 0.454.

**Transfer and PFL**

Given the existence of models that can predict PFL and transfer to a reasonable degree, one question is to what degree these two models are capturing the same construct. The two constructs have a fairly substantial correlation of 0.520. However, it is worth studying whether the two forms of robust learning are characterized by the same behaviors during learning.

The results of these two models seem to suggest substantial overlap. First, several of the same data features were found to be associated with both transfer and PFL under cross-validation: 1, 3, 4, 5, 7, 7’, and 9’. In fact, only 2 features predicted transfer but failed to predict PFL, and only 4 features predicted PFL but failed to predict transfer.

In addition, each model was successful at predicting the other construct. When used to predict PFL, the optimized-feature transfer detector achieves a correlation of 0.425, almost as good as the optimized model trained to predict PFL. Correspondingly, when used to predict transfer, the optimized-feature PFL detector achieves a correlation of 0.395, almost identical to the detector trained just to predict Transfer.

**Studying the Goodness of Transfer and PFL Detectors for High School Data**

After developing these detectors, our next goal was to understand how well these detectors transfer between different populations of students. To this end, data was analyzed for a sample of high school students working with the same Genetics Cognitive Tutor module, to
examine whether the robust learning models transfer between two populations who vary in age and prior preparation.

**Data Set**

As in the original study, the data used in the second study came from the Genetics Cognitive Tutor Three-Factor Cross module. Fifty-six high school students who were enrolled in high school biology courses used the tutor. The students were recruited to participate in the study for pay through several methods, including advertisements in a regional newspaper and recruitment handouts distributed at two urban high schools.

The study had the same design as the college-level study. In specific, it consisted of two 2-hour sessions, followed by a shorter session one week later, all conducted in computer clusters at Carnegie Mellon University. The students engaged in Cognitive Tutor-supported activities for one hour in each of two sessions. As in the original study, students completed a transfer test and preparation for future learning test after using the tutor, as well as completing a pre-test and post-test of the exact skills taught in the tutor. All tests were identical to the ones used in the previous study.

The 56 students completed a total of 21,498 problem solving attempts across a total of 9204 problem steps in the tutor. The number of problem-solving attempts per student was not significantly different between the college and high school populations, t(126)=0.847, two-tailed p=0.40. Like the college students, the high school students demonstrated successful learning in this tutor, with an average pre-test performance of 0.16 (SD=0.09) and an average post-test performance of 0.56 (SD=0.28), a statistically significant difference, t(55)=11.443, two-tailed p<0.001. Students’ average transfer test performance was 0.53 (SD=0.22) and average PFL
performance was 0.66 (SD=0.28).

**Transferring Robust Learning Detectors From College Students to High School Students**

To check the generalizability of the transfer and PFL detectors, we tested the predictive power of each detector, taking the detectors developed and optimized using the college data and applying them without modification to the high school data set.

The college detector of transfer achieved a correlation of 0.426 to the transfer test scores within the high school data set. It is worth noting that this correlation was higher than the correlation (0.396) in the college data set, despite the model being transferred to a new population. One possible explanation is that there is a closer link between in-tutor performance and transfer test performance in the high school population than the college population, potentially because students were closer to reaching the performance ceiling in the original college population.

By contrast, the college detector of PFL achieved a correlation of 0.228 to the PFL test scores within the high school data set, a value that represents substantial degradation compared to the data set for which these models was originally developed (where the value was 0.454). At the same time, this model remains marginally statistically significantly higher than zero, two-tailed p=0.09.

**Building New Robust Learning Detectors For High School Students**

In order to fully understand the degree of degradation between the college and high school populations, we can build new detectors for the high school population. Seeing how well these detectors perform can give us an upper limit for how well this type of detector can perform in
this data set. It also may be interesting to study which data features are important predictors within the high school population, to see how these features differ from those used in the college population, at a qualitative level.

A new detector of transfer trained on the data from the high school population using optimized features achieves a cross-validated correlation of 0.528. This number is moderately higher than the goodness of the detector trained on the college population and then applied to this data set, which was 0.426. It is also higher than the performance of the goodness of the detector trained on the college population on its original data set, which was 0.396, again indicating that student behavior is more closely linked to performance on the transfer test in the high school population than in the college population.

By contrast, a new detector of PFL trained on the data from the high school population using optimized features achieves an unimpressive cross-validated correlation of 0.181. This number is actually lower than the goodness of the detector trained on the college population and then applied to this data set, which was 0.228. It is also substantially lower than the performance of the goodness of the detector trained on the college population on its original data set, which was 0.454. This result indicates that the behaviors associated with PFL in this new population are not captured well by the feature set originally developed within the college population.

**Features Associated with Robust Learning in High School Data Set: Transfer**

Within the high school data set, thirteen individual features were found to have positive cross-validated correlation to the transfer test scores. The single feature linear regression model for each feature is given in Table 4.
There was substantial overlap between the features that had positive cross-validated correlations in the college and high school populations. Only one of the features that had a positive cross-validated correlation for the college population failed to have a positive cross-validated correlation for the high school population, short pauses after bug messages (Feature 2). Of the remaining features, all but two pointed in the same direction in both data sets (pointing in the same direction means that the model coefficient was either negative in both data sets or positive in both data sets). The two which changed direction were the spikiness of moment-by-moment learning (negative in the college data set and positive in the high school data set), and off-task behavior (negative in the college data set and positive in the high school data set). It is worth noting that off-task behavior had the weakest relationship that still had a positive cross-validated correlation, in both data sets (0.024 and 0.051). Hence, the primary noteworthy difference is the relationship for spikiness.

That said, it is worth noting that many of the features changed semantics substantially during parameter optimization. Only one feature retained similar semantics between the two data sets, help avoidance (Feature 1), which had an optimized cut-off of 70% in the college data set, but an optimized cut-off of 50% in the high school data set, a relatively minor change. In terms of features that changed semantics, feature 3, long pauses after reading help messages changed from a cut-off of 8 seconds in the college data set to 1 second in the high school data set, a substantially different feature. Similarly, feature 4, long pauses after reading help messages and then obtaining a correct answer, changed from 12 seconds in the college data set to 1 second in
the high school data set. Feature 7’, fast non-gaming actions, shifted in the other direction, from 2 seconds to 20 seconds.

Five additional features were also significant in the high school model: 3’ (Short Pauses after a Hint), with a cut-off of 17 seconds for “short”; 4’ (Short Pauses after a Hint and Correct Answer), with a cut-off of 17 seconds for “short”; 8 (Average Contextual Slip); 8’ (Certainty of Contextual Slip); 9 (Average Moment-by-Moment Learning).

A model was fit using Forward Selection, as in the college data set. The best model of transfer for the high school data set, using the optimal feature cut-offs, and fitting to all data, was as follows:

\[
\text{Transfer} = -0.793 \times \text{Gaming(7)} + 1.518 \times \text{Off-task behavior(6)} - 34.429 \times \text{LongPauseAfterBug(2)} + 0.7587
\]

**Features Associated with Robust Learning in High School Data Set: PFL**

A range of variables were found to have cross-validated correlations over 0 to the PFL test within the high school population, shown in Table 5. There was considerable overlap between the college and high school populations for these features. 7 of the 11 features used in the college detector of PFL were also used in the high school detector of PFL (3, 3’, 4, 7, 7’, 9, 9’), with all pointing in the same direction in the two data sets except for 3’, which switched direction.

(Place Table 5 approximately here)
However, none of these features had particularly impressive correlations taken individually, with the highest cross-validated correlation for the high school data set having a value of 0.137. This feature was feature 9’, the spikiness of the moment-by-moment learning model. Two other features had cross-validated correlations of 0.1 or higher: the certainty of slip, and gaming the system. Spikiness and gaming were also found in the college PFL model, where the relationships pointed in the same direction as in the high school data set.

A model of PFL was fit using Forward Selection, as in the college data set. The best model of PFL for the high school data set, using the optimal feature cut-offs, and fitting to all data, was as follows:

\[
PFL = 0.0288 \times \text{Spikiness (9')} - 1.1901 \times \text{LongPauseAfterHint (3)} - 27.343 \times \text{LongPauseAfterBug (2)} + 0.6214
\]

**Conclusions**

In this paper, we have studied the degree to which automated detectors of transfer and preparation for future learning transfer to a new cohort of students, using the same tutor lesson. These findings establish that it is not just possible to identify whether a student has achieved robust learning; it is also possible to successfully apply these models on a different population than the initial population these detectors were developed for, establishing that there is some degree of generality in the constructs that these detectors tap.

The detector of transfer generalized from the college population to the high school population with limited evidence of degradation; in fact, the detector functioned better within the
new population than in the original population, though not quite as well as a new detector trained specifically for the new population.

The detector of PFL, on the other hand, saw relatively greater evidence of degradation between the college and high school population, achieving a correlation only about half as high within the high school population as had been achieved within the college population. However, it may just be that PFL was relatively difficult to detect within the high school population, as a detector trained specifically for the new population also functioned relatively poorly.

Between the high school and college populations, many of the same features were predictive of transfer and PFL. There was substantial overlap in both cases, with 7 of 9 features that had cross-validated correlation over 0 in the college data set achieving a cross-validated correlation over 0 and a coefficient pointing in the same direction as in the college model, when transferred to the high school data set. 6 of 11 features achieved this same standard when the college model of PFL was transferred to the high school data set, a lower degree of overlap but still an indication of considerable similarity between the construct in the two data sets.

Four features were predictive (and pointed in the same direction) in every model: 3, 4, 7, and 7’. Feature 3, long pauses after reading hint messages, and Feature 4, long pauses after reading hint messages and providing a correct answer, were negatively correlated with robust learning for each construct and data set. This does not necessarily mean that these pauses (interpreted as implying self-explanation – cf. Shih, Koedinger, & Scheines, 2008) actually hurt learning, but may instead indicate a general selection bias where the students who seek help are generally less knowledgeable (cf. Aleven et al., 2006). These results build on past findings regarding relationships between students’ strategies for using help and their learning outcomes.
(cf. Aleven et al., 2006). We recommend that future research on help-seeking and learning consider measures of transfer and preparation for future learning to a greater degree.

Feature 7, gaming the system, was also negatively correlated with robust learning for each construct and data set, albeit with relatively low correlations. This finding accords with previous results suggesting that gaming the system is particularly pernicious for learning (cf. Cocea, Hershkovitz, & Baker, 2009).

However, fast non-gaming actions were positively correlated with robust learning for each construct and data set, with generally strong correlations. These actions appear to indicate robust learning that leads to both transfer and PFL. Given that fast correct actions are also associated with retention (cf. Pavlik & Anderson, 2008), it appears that rapid correct performance indicates learning that is robust in multiple fashions.

Many other features were associated with robust learning for a single construct. Help avoidance was associated with transfer with a strong negative correlation in both populations. Previous analysis has also found negative correlations between help avoidance and learning – e.g. students who make errors when they should have sought help perform more poorly on tests of standard problem-solving (Aleven et al., 2006). Help in the Genetics Cognitive Tutor is fairly conceptual in nature; that is, it relates the steps in the problem-solving procedure to the properties of the underlying genetic processes. Our findings suggest that this type of help is associated not just with learning to solve the types of problems in the tutor, but leads to robust learning as well. Prior work studying the learning impact of teaching students when to seek help has not had significant effects on problem-solving post-tests (Roll, Aleven, McLaren, & Koedinger, 2011); it would be worth studying whether this type of meta-cognitive instruction impacts performance on measures of robust learning, even if it does not impact performance on
problem-solving post-tests. An alternate explanation for the negative relationship between help avoidance and robust learning in our study – in line with the results in (Roll et al., 2011) – is that some students are not prepared to learn from the types of help in the tutor, leading them to both avoid help and demonstrate less robust learning. In general, further attention to why students avoid help, and how students use help successfully and unsuccessfully (cf. Aleven, Stahl, Schworm, Fischer, & Wallace, 2003) may help us understand this finding better.

Features of the moment-by-moment learning model were associated with PFL in both data sets. In particular, spikiness as measured by the moment-by-moment learning model was positively associated with PFL in both data sets. In other recent work, it has been suggested that further distillations of the moment-by-moment graph, in particular through explicitly considering the visual form of the graph, can be even more predictive of student preparation for future learning (Baker et al., in press).

In general, this paper suggests that models of robust learning can be transferred to new populations. As such, these models can be used with relative confidence for new groups of students, to drive interventions. By doing so, we can move towards the vision of learning systems which can adapt effectively to individual differences not just in what students know, but in how robust their learning is.

Another valuable area of future work will be to determine how general the phenomena seen here are for new content: new lessons within the Genetics Tutor, Cognitive Tutors on other topics, and additional learning systems. The models presented here are time-consuming in nature to develop; to the extent that general models can be developed, their potential usefulness will be substantially increased.
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**Table 1.** Goodness of single-feature linear regression models for predicting transfer in the college data set.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Transfer =</th>
<th>Cross-validated r</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Help avoidance</td>
<td>$-1.735 \times F1 + 0.912$</td>
<td>0.376</td>
</tr>
<tr>
<td>9') Spikiness of moment-by-moment learning</td>
<td>$-9.758 \times F9 + 0.951$</td>
<td>0.346</td>
</tr>
<tr>
<td>4) Long pauses after reading hint messages and then getting the next action right</td>
<td>$-6.510 \times F4 + 0.893$</td>
<td>0.204</td>
</tr>
<tr>
<td>3) Long pauses after reading hint messages</td>
<td>$-4.075 \times F3 + 0.902$</td>
<td>0.199</td>
</tr>
<tr>
<td>7') Fast actions that do not involve gaming</td>
<td>$0.484 \times F7' + 0.726$</td>
<td>0.188</td>
</tr>
<tr>
<td>2) Long pauses after receiving bug messages</td>
<td>$-13.497 \times F2 + 0.880$</td>
<td>0.130</td>
</tr>
<tr>
<td>7) Gaming the system</td>
<td>$-0.2058 \times F7 + 0.903$</td>
<td>0.076</td>
</tr>
<tr>
<td>2') Short pauses after receiving bug messages</td>
<td>$-4.291 \times F2' + 0.876$</td>
<td>0.037</td>
</tr>
<tr>
<td>5) Off-task behavior</td>
<td>$-1.037 \times F5 + 0.899$</td>
<td>0.024</td>
</tr>
</tbody>
</table>
Table 2. Cross-validated correlations between models and tests.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Data Developed With</th>
<th>Data Tested On</th>
<th>Cross-Validated Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transfer</td>
<td>College</td>
<td>College</td>
<td>0.396</td>
</tr>
<tr>
<td>Transfer</td>
<td>College</td>
<td>High School</td>
<td>0.426</td>
</tr>
<tr>
<td>Transfer</td>
<td>High School</td>
<td>High School</td>
<td>0.528</td>
</tr>
<tr>
<td>PFL</td>
<td>College</td>
<td>College</td>
<td>0.454</td>
</tr>
<tr>
<td>PFL</td>
<td>College</td>
<td>High School</td>
<td>0.228</td>
</tr>
<tr>
<td>PFL</td>
<td>High School</td>
<td>High School</td>
<td>0.181</td>
</tr>
</tbody>
</table>
Table 3. Goodness of single-feature linear regression models for predicting PFL in the college data set.

<table>
<thead>
<tr>
<th>Feature</th>
<th>PFL=</th>
<th>Cross-validated r</th>
</tr>
</thead>
<tbody>
<tr>
<td>4) Long pauses after reading hint message(s) and then getting the next action right</td>
<td>-7.67 * F4 + 0.961</td>
<td>0.410</td>
</tr>
<tr>
<td>3) Long pauses after reading hint messages</td>
<td>-5.050 * F3 + 0.956</td>
<td>0.376</td>
</tr>
<tr>
<td>9) Average moment-by-moment learning</td>
<td>-8.240 * F9 + 0.979</td>
<td>0.345</td>
</tr>
<tr>
<td>1) Help avoidance</td>
<td>-1.118 * F1 + 0.952</td>
<td>0.329</td>
</tr>
<tr>
<td>9’) Spikiness of moment-by-moment learning</td>
<td>0.022 * F9 + 0.740</td>
<td>0.233</td>
</tr>
<tr>
<td>4’) Short pauses after reading hint message(s) and then getting the next action right</td>
<td>-1.801 * F4’ + 0.937</td>
<td>0.201</td>
</tr>
<tr>
<td>7’) Fast actions that do not involve gaming;</td>
<td>0.350 * F7’ + 0.739</td>
<td>0.187</td>
</tr>
<tr>
<td>5) Off-task behavior</td>
<td>-1.089 * F5 + 0.944</td>
<td>0.089</td>
</tr>
<tr>
<td>5’) Long pauses that are not off-task</td>
<td>-0.211 * F5’ + 0.976</td>
<td>0.083</td>
</tr>
<tr>
<td>3’) Short pauses after reading hint messages</td>
<td>0.173 * F3’ + 0.886</td>
<td>0.034</td>
</tr>
<tr>
<td>7) Gaming the system</td>
<td>-0.134 * F7 + 0.93</td>
<td>0.008</td>
</tr>
</tbody>
</table>
Table 4. Goodness of optimized single-feature linear regression models at predicting transfer in high school data set.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Transfer =</th>
<th>Cross-validated r</th>
</tr>
</thead>
<tbody>
<tr>
<td>7. Gaming the System</td>
<td>-0.9108 * F7 + 0.8482</td>
<td>0.496</td>
</tr>
<tr>
<td>9. Average moment-by-moment learning</td>
<td>-16.6448 * F9 + 0.906</td>
<td>0.490</td>
</tr>
<tr>
<td>7’. Fast actions that do not involve gaming</td>
<td>0.8805 * F7’ + 0.0374</td>
<td>0.437</td>
</tr>
<tr>
<td>8. Average Contextual Slip</td>
<td>1.4064 * F8 + 0.0226</td>
<td>0.429</td>
</tr>
<tr>
<td>8’. Certainty of Slip</td>
<td>0.8412 * F8 + 0.2947</td>
<td>0.409</td>
</tr>
<tr>
<td>3’. Short pauses after reading hint messages</td>
<td>-1.2538 * F3’ + 0.6355</td>
<td>0.396</td>
</tr>
<tr>
<td>3. Long pauses after reading hint messages</td>
<td>-1.3839 * F3 + 0.6512</td>
<td>0.391</td>
</tr>
<tr>
<td>1. Help avoidance</td>
<td>-1.6946 * F1 + 0.7475</td>
<td>0.386</td>
</tr>
<tr>
<td>4. Long pauses after reading hint message(s) and then getting the next action right</td>
<td>-1.5936 * F4 + 0.6321</td>
<td>0.367</td>
</tr>
<tr>
<td>9’. Spikiness of moment-by-moment learning</td>
<td>0.0598 * F9 + 0.2722</td>
<td>0.362</td>
</tr>
<tr>
<td>4’. Short pauses after reading hint message(s) and then getting the next action right</td>
<td>-1.3071 * F4’ + 0.61</td>
<td>0.350</td>
</tr>
<tr>
<td>2. Long pauses after bug messages</td>
<td>-43.8096 * F2 + 0.5588</td>
<td>0.200</td>
</tr>
<tr>
<td>5. Off-task behavior</td>
<td>1.7228 * F5 + 0.4554</td>
<td>0.051</td>
</tr>
</tbody>
</table>
Table 5. Goodness of optimized single-feature linear regression models at predicting PFL in high school data set.

<table>
<thead>
<tr>
<th>Feature</th>
<th>PFL =</th>
<th>Cross-validated r</th>
</tr>
</thead>
<tbody>
<tr>
<td>9’. Spikiness of moment-by-moment learning</td>
<td>0.045 * F9’ + 0.4622</td>
<td>0.137</td>
</tr>
<tr>
<td>8’. Certainty of Slip</td>
<td>0.5802 * F8’ + 0.4941</td>
<td>0.123</td>
</tr>
<tr>
<td>7. Gaming the System</td>
<td>-0.5002 * F7 + 0.8316</td>
<td>0.105</td>
</tr>
<tr>
<td>3. Long pauses after reading hint messages</td>
<td>-1.637 * F3 + 0.752</td>
<td>0.097</td>
</tr>
<tr>
<td>9. Average moment-by-moment learning</td>
<td>-9.195 * F9 + 0.865</td>
<td>0.092</td>
</tr>
<tr>
<td>4. Long pauses after reading hint message(s) and then getting the next action right</td>
<td>-2.3075 * F4 + 0.7452</td>
<td>0.073</td>
</tr>
<tr>
<td>2. Long pauses after bug messages</td>
<td>-30.6071 * F2 + 0.6819</td>
<td>0.059</td>
</tr>
<tr>
<td>3’. Short pauses after reading hint messages</td>
<td>-0.744 * F3’ + 0.7193</td>
<td>0.049</td>
</tr>
<tr>
<td>8. Average Contextual Slip</td>
<td>0.7828 * F8 + 0.3744</td>
<td>0.045</td>
</tr>
<tr>
<td>7’. Fast actions that do not involve gaming</td>
<td>0.4773 * F7’ + 0.3899</td>
<td>0.041</td>
</tr>
</tbody>
</table>
Fig. 1. The Three-Factor Cross lesson of the Genetics Cognitive Tutor.