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ABSTRACT

In today’s data-driven educational technologies, algorithms have a
pivotal impact on student experiences and outcomes. Therefore, it
is critical to take steps to minimize biases, to avoid perpetuating or
exacerbating inequalities. In this paper, we investigate the degree to
which algorithmic biases are present in two learning analytics mod-
els: knowledge estimates based on Bayesian Knowledge Tracing
(BKT) and carelessness detectors. Using data from a learning plat-
form used across the United States at scale, we explore algorithmic
bias following three different approaches: 1) analyzing the perfor-
mance of the models on every demographic group in the sample,
2) comparing performance across intersectional groups of these
demographics, and 3) investigating whether the models trained
using specific groups can be transferred to demographics that were
not observed during the training process. Our experimental re-
sults show that the performance of these models is close to equal
across all the demographic and intersectional groups. These find-
ings establish the feasibility of validating educational algorithms
for intersectional groups and indicate that these algorithms can be
fairly used for diverse students at scale.
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1 INTRODUCTION

Increasingly, algorithms are used in education, but are they fair
or are they biased? As defined in [17], algorithmic bias describes
situations when a data-driven model makes “inequitable predic-
tion across identity groups” (p228). In learning environments, in-
equitable predictions may potentially lead to unfairness in the
allocation of resources and interventions, creating worse outcomes
for often already historically disadvantaged groups [23].

Prior to 2020, model fairness was not commonly discussed in
learning analytics or educational data [29], but where studied, evi-
dence for algorithmic bias has frequently been found [6]. Models
that detect a range of constructs have been found to achieve better
predictive performance for some groups of students than others
(e.g., [8, 20]). Since then, with the growing emphasis on developing
trustworthy AI and fair student models [22], efforts to assess model
fairness have increased (e.g. [40]). For example, studies have used
slicing analysis (discussed below) to examine model performance
for each demographic group in a sample, assessing whether the
performance is comparable across these groups (e.g. [17, 43]). The
same approach has been used to evaluate the fairness of models
that predict students’ likelihood of dropping out, passing, and aca-
demic success, using demographic categories such as race/ethnicity,
gender, and socio-economic status (e.g. [14, 20, 23, 39, 42]).

Although there has been an increase in the amount of work
dedicated to evaluating the fairness of predictivemodels, the criteria
and methods for fairness evaluation have varied across studies [23],
with most published papers emphasizing slicing analyses. However,
recent articles in algorithmic bias more broadly (e.g. [6, 25]) have
called for also looking at the intersectionality across demographic
groups and transferability to new demographics.

Introduced by Crenshaw [12], intersectionality analysis exam-
ines the effects experienced by individuals who are associated with
multiple group memberships. Crenshaw’s work in examining dis-
crimination against Black women revealed distinct experiences
that differ from those of Black men or non-Black women. This dis-
covery highlights the necessity of studying intersectional groups,
since individuals belonging to two groups can have unique neg-
ative experiences not associated with either group individually,
a possibility that can be overlooked when exclusively analyzing
single-demographic groups. In recent years, increasing attention
has been paid to intersectionality in algorithmic bias outside the
learning analytics community [9], with initial work also beginning
to explore this topic in learning analytics as well [32].

In addition, the generalizability of models may need to be as-
sessed even beyond the current sample of groups available. In a
certain sense, we can only truly assess model performance for the
data we have, but some validation methods can shed more light
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on out-of-sample performance than others. In specific, if we build
and test our model on subsets of all groups, we can only make
conclusions about new students from those groups, but if we build
our model on some demographic groups and test on other unseen
demographic groups, we can infer (to a degree) performance on
demographic groups outside our current sample (see discussion in
[3]). Analyzing transferability in this fashion is particularly perti-
nent when a model is set to be scaled for a broader audience that
may include historically underrepresented learners who are not in
the current sample. However, few learning analytics papers have
analyzed generalizability between populations in this fashion (e.g.,
[27, 28, 35]). For instance, Ogan et al. [28] evaluated the transfer-
ability of a help-seeking model between students in three different
countries.

Predictive models are used frequently in intelligent tutoring
systems (ITS) to assess and reflect the state and the progress of
learning in-real time, with the goal of informing adaptive decisions
[21]. In the current study, we examined algorithmic bias in the
context of an ITS, focusing on evaluating whether models were
biased in three ways: across traditional single-demographic groups,
the intersection between those groups, and model transferability
when the target demographic is not considered when training the
model. By exploring the possibility of algorithmic bias in these
three distinct ways, we seek to obtain deeper understanding of
the potential implications for different groups of learners when
deploying learning analytics models in real settings.

In specific, we conduct the analysis for two types of models
that have not been previously studied in terms of algorithmic bias:
models that estimate students’ knowledge of specific skills [30] and
models that detect students’ carelessness, a form of disengagement
characteristic of high-performing students [16]. Specifically, we
study algorithmic bias for Bayesian Knowledge Tracing (BKT; [13]),
an older knowledge tracing algorithm that nonetheless is used at
wide scale in several learning platforms. We also study algorithmic
bias in detectors of carelessness built on top of BKT, using the
approach from [4]. In this approach, a regression prediction model
is trained to detect careless errors from behavior using carelessness
estimates derived from BKT models as ground truth, an approach
predictive of long-term student outcomes [1, 34]. As the second
(machine learning-based carelessness detector) model relies on the
results from the first (BKT) model, the fairness of BKT models must
be tested as well. The primary objective of this study is therefore
to assess potential biases in two different but interrelated models,
evaluating their performance across intersectional demographic
groups and transfer to new populations.

2 RELATEDWORK

2.1 Algorithmic bias

In predictive modeling, to evaluate the overall performance of a
model, the model is typically trained on a set of data and tested on
a held-out testing dataset. However, the overall high performance
of a model may hide the fact that the model may perform less
well for individuals who are underrepresented in the data [23].
Slicing analysis as an approach addresses this issue by computing
the performance of the model for each subgroup in the test set
[38]. Specifically, slicing analysis evaluates a predictive model’s

performance by slicing the results of that model across different
categories in the test set, providing a more granular examination of
the predictive model and makes it possible to evaluate the relative
performance or fairness of the model across subgroups [38].

Historically, most papers on algorithmic bias in learning analyt-
ics have looked at whether performance is comparable between
groups. However, within machine learning more broadly, recent
accounts have argued in addition to comparing the performance
for each demographic group, algorithmic bias should also be eval-
uated for intersectional groups where learners are associated
with multiple group memberships [9]. This is especially important
given “biases can often be amplified in subgroups that combine
membership from different categories, especially if such a subgroup
is particularly underrepresented in historical platforms of opportu-
nity” [19]. Yet, insufficient research has examined intersectionality
in educational work on algorithmic bias (but see [32]). When eval-
uating intersectionality, guidelines have been proposed in [41] to
address three practical concerns: which identifies to consider, how
to handle very small groups, and how to evaluate a large number
of subgroups.

As specific intersectional groups (or even entire non-
intersectional groups) may be poorly represented in a specific
sample, it is often desirable to assess potential performance for
groups of learners outside the original sample – the model’s
transferability. This is particularly important when some groups
of historically underrepresented learners will be in the eventual
population of a learning analytics system, but are not in the current
sample. For example, Ocumpaugh et al., [27] examined four affect
detectors (boredom, confusion, engaged concentration, frustration)
across three populations (urban, suburban, rural), and found that
detectors were generally more accurate when applied to new
students from the same population trained on than when they
were applied to students from an unseen population. However, a
model that predicts student reading proficiency, initially trained
on student samples from a mid-western U.S. school district, was
shown to demonstrate comparable performance when applied
to a larger south-eastern district [2]. A carelessness model [35]
and a help-seeking model [28] have also been evaluated for
transferability for students in different countries.

2.2 Carelessness Detection and Bayesian

Knowledge Tracing

Academic discussion of carelessness in classrooms dates back to the
1950s [15]. To empirically investigate this behavior, Clement [11]
introduced a strategy of administering the same item in repeated as-
sessments and treating an error as careless if the student could solve
the item on some occasions but not others. This general intuition
was extended to the broader case where multiple items involve the
same skill by [4]. In this work, a two-step approach was proposed
for detecting carelessness. In the first step, a contextual slip model
was developed that estimates the probability of carelessness on a
given question based on the performance on the next two questions.
Using the estimates from bayesian knowledge tracing (BKT; [13]),
the model contextually estimates the probability that the incorrect
answer is the result of slipping (i.e., carelessness) as opposed to lack
of knowledge by combining the student’s prior knowledge estimate
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and their performance on the next two questions containing the
same skill. In essence, it is more likely that the first incorrect answer
is a careless error if the student answers the next two questions
containing the same skill correctly. Afterwards, in the second step,
a machine-learned model is trained to predict these carelessness
estimates from learner behavior (such as time to respond and hint
use) without using data from the future.

Thus far, carelessness detection has been based on Bayesian
Knowledge Tracing (BKT), a commonly used knowledge tracing
model in real-world ITS and adaptive learning systems. BKT esti-
mates a student’s latent knowledge on a skill based on previous
observable performance and predicts the probability of a student
getting the next question correct [13]. Although more advanced
knowledge tracing models that rely on deep-learning have been
shown to better predict future student performance, both within-
system (e.g. [18]) and beyond [37], BKT remains the most used
knowledge tracing model in practice by many ITS, due to its pre-
dictability, stability, and ease of implementation. Additionally, BKT
is comparable in performance to more advanced algorithms at esti-
mating when a student has reached mastery [44], which remains
the main application of knowledge tracing models.

In BKT, two learning parameters 𝐿0 (initial probability of know-
ing each skill) and 𝑇 (probability of learning the skill at the oppor-
tunity to work on a skill) and two performance parameters – 𝐺

(probability of guessing) and 𝑆 (probability of slipping) are used to
calculate 𝑃 (𝐿𝑛) for each skill, which reflects the mastery level of a
skill for each student.

Using the BKT parameters, the contextual slip model in [4] infers
carelessness by estimating the probability that an incorrect answer
is a slip based on the BKT’smodel’s prior estimates and the student’s
future performance (see equation below). In specific, the model
uses future information, examining how well a student answers
the subsequent two questions (i.e., 𝑛 + 1 and 𝑛 + 2) in order to infer
the probability that a student’s incorrectness at time n was due to
not knowing the skill, or whether it is due to a slip. The probability
that the student knew the skill at time n can be calculated, given
information about the actions at time𝑛+1 and𝑛+2 (𝐴𝑛+1,𝐴𝑛+2), and
the other parameters of the BKT as 𝑃 (𝐴𝑛𝑖𝑠 𝑎 𝑆𝑙𝑖𝑝 |𝐴𝑛 𝑖𝑠 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡) =
𝑃 (𝐿𝑛 |𝐴𝑛+1𝐴𝑛+2).

The underlying logic is as follows: if the student’s knowledge
estimate is low and they continue to make errors in subsequent
questions, it is more likely that the initial error was due to a lack
of understanding. On the other hand, if the student’s knowledge
estimate was previously high and they do not make additional
mistakes, the initial error is likely attributed to carelessness. For
full mathematical details, readers are referred to [4].

This step of the approach yields inferences of carelessness, but
those estimates rely on future information, which makes real-time
detection impossible. To address this issue, Baker et al. [4] next use
machine learning (ML) to predict carelessness in real-time using
behavioral patterns. In this approach, features such as time taken
and hint use are distilled and trained to predict the probability of
carelessness, using machine learning algorithms (linear regression
in the original work). This approach successfully predicted new
carelessness labels for new students [4]. In addition, San Pedro et
al. [35] examined how the carelessness model performs when it is
trained and tested with student samples collected from different

countries – Philippines and the United States. They found that
models trained in one country correlated well to training labels for
the other country.

These models were then used to study the relationship between
carelessness and affect, engagement, and long-term outcomes. San
Pedro et al. [35] found that students who frequently experienced
engaged concentration were more likely to make careless errors.
Similarly, Fancsali [16] showed that carelessness was positively
correlated with engaged concentration but negatively associated
with other disengaged behaviors, such as gaming the system and
off-task. Carelessness during middle school has been found to be
predictive of long-term outcomes, such as college enrollment [34],
choice of STEM-related majors [36] and choice of STEM career
post-college [1].

3 METHODS

3.1 Data

In this study, we examine data from 5,856 students enrolled in 12
middle and high schools in a district in a small city in the northeast-
ern United States. These students engagedwith Carnegie Learning’s
MATHia software [31] for mathematics instruction during the aca-
demic years 2021-2022. MATHia is an Intelligent Tutoring System
(ITS) used by over 600,000 students in thousands of schools every
year. The content within MATHia is structured into "workspaces,"
which consist of multi-step problems. Students advance by working
through these pre-determined sequences of content. This system
is closely aligned to the use of the BKT algorithm; BKT has been
used within this system for well over two decades, and content has
been adjusted to improve BKT fit (for example, by modifying items
less well predicted by BKT).

The collected data includes students’ interactions with the soft-
ware (averaging 8124 actions over 433 problems and 1425 problem
steps solved per student), as well as demographic data provided by
the school district. The district demographic data covers standard
categories such as age, gender, race/ethnicity (i.e., African Amer-
ican, Asian, Hispanic, White, Native American, Native Hawaiian
and Pacific Islander, and Multi-race non-Hispanic), whether the
student has special needs, is an English learner, or is economically
disadvantaged. The demographic distributions are detailed in Table
1.

Among racial and ethnic groups, African Americans and Hispan-
ics are the most represented groups in this district with 3,551 and
1,051 students, respectively, while Native Americans have the small-
est representation with just 4 students. The data is close to balance
in terms of gender, with 3,096 male and 2,753 female students. Data
on non-binary students is limited, with only 7 identified, although
this may be because many non-binary students have not declared
their gender to the district. Additionally, the dataset includes 838
students with special needs, 1296 students who are English learners,
and 4191 students with economic disadvantage.

For most combinations of race/ethnicity with other demographic
groups, there are at least 50 students. However, intersections in-
volving non-binary students and all races/ethnicities, and Native
American students with all other demographics, each have fewer
than 10 students. Beyond Native American and non-binary students,
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Table 1: Distribution of each demographic. Only race/ethnicity and gender are mutually exclusive; therefore, the total column

is not the sum of the elements of each row. Intersections with less than ten students are shown in bold.

Demographics Male Female Non-Binary Special
Needs

English
Learners

Economic
Disadvantage

Total

African American 1905 1646 0 467 944 2639 3551
Asian 67 64 1 5 15 79 132
Hispanic 549 501 1 182 268 814 1051
White 435 391 5 131 54 454 831
Native American 3 1 0 1 1 3 4

Native Hawaiian and Pacific
Islander

4 10 0 2 1 10 14

Multi race, non-hispanic 133 140 0 50 13 192 273
Total 3096 2753 7 838 1296 4191 5856

the dataset includes information about only 4 male Native Hawai-
ian and Pacific Islander students, 2 Native Hawaiian and Pacific
Islander students with special needs, 1 Native Hawaiian student
who is an English learner, and 5 Asian students with special needs.
We highlight these particular demographics because the perfor-
mance of detection algorithms may be poor and unreliable for these
groups, not necessarily due to inherent biases but likely because of
the small sample sizes available for training and validation within
these demographic categories. Even a fair and high-performing
model can obtain highly negative (or positive) performance for one
specific student. This student, or a small group, might not repre-
sent the actual trends for that specific demographic group. For this
reason, we excluded all intersectional groups with fewer than 10
students.

3.2 Bayesian Knowledge Tracing

For each of the demographics and intersections previously outlined,
we calculate the knowledge estimates of each particular skill that
students in this dataset practiced using Bayesian Knowledge Trac-
ing (BKT; [13]). The parameters for the BKT models for each skill
were fitted using brute-force grid search [5], as in that previous
work. To avoid model degeneracy and ensure that the parameter
values align with the model’s conceptual meaning (such as a higher
likelihood that students will correctly answer if they have already
mastered the skill), we adopted the common practice of setting
upper limits of 0.3 and 0.1 for the ’Guess’ and ’Slip’ parameters,
respectively [4, 5]. The parameters of these BKT models are not
designed to inherently favor or disfavor any demographic group.
They are built solely using students’ initial responses to each prob-
lem (correct or incorrect) without directly considering demographic
characteristics [24]. However, due to uneven sample sizes across
demographics, the parameters obtained through brute-force grid
search (or any other optimization technique) may be more repre-
sentative of demographics with a larger number of students. In
addition, students in some demographic groups may have best-
fitting parameters that are more different from the average of other
groups, making a model fit across groups less accurate for them.

To evaluate this potential algorithmic bias of BKTmodels, we use
each skill’s BKT model parameters to estimate the probability of a
student answering correctly. This estimate is then compared to the

actual correctness rates. Specifically, we calculate the probability
of a correct answer as the sum of two probabilities: the probability
of not making a slip when the skill has been mastered, and the
probability of guessing correctly when the skill is not yet mastered
(𝑃 (𝐿𝑛−1)𝑃 (∼ 𝑆) + 𝑃 (∼ 𝐿𝑛−1)𝑃 (𝐺)) [13]. We selected this task to
validate the BKT model parameters because it enables a direct com-
parison between the model’s predictions and the students’ actual
performance, which we already know to be either correct or incor-
rect. Moreover, this estimate represents what the BKT models are
designed to predict. It incorporates not just the likelihood of skill
mastery but also the probabilities of guessing correctly or making
a slip.

To assess the effectiveness of these correctness estimations for
each demographic, and consequently recognize any potential bias
of the BKT model parameters, we conducted a 4-fold student level
cross-validation that was stratified by demographics, ensuring that
each fold maintained a demographic distribution similar to that of
the overall dataset. We then evaluate model performance calculat-
ing the Area Under the Receiver Operating Characteristic Curve
(AUC ROC; AUC for short) within each demographic group and
intersection. This approach is commonly seen in learning analytics
analyses of algorithmic bias [33, 43, 45]. Additionally, we also calcu-
late max difference between AUC for the best and worst predicted
group [23].

3.3 Carelessness detectors

Drawing on the parameters of each skill-specific BKT model [13],
we estimate the likelihood that a student’s incorrect answer stems
from carelessness rather than a knowledge gap [4]. This estimation
process takes into account the student’s initial responses to the
subsequent two problems that require the same skill, as well as
the estimated level of the student’s knowledge at the time of the
error. These carelessness estimates derived from BKT models serve
as the ground truth for training machine learning (ML) models
of carelessness. These ML models aim to replicate BKT-derived
ground truth for carelessness using features extracted exclusively
from students’ prior interactions with the educational software.

The feature set of these models encompasses elements such as
the hints requested by the student, the nature of the response re-
quired for each problem, the total time and number of problems the
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Table 2: Algorithmic Bias of BKT models for each demographic. Absolute differences between the performance of each

demographic and the entire population are included.

Demographic AUC ΔAUC

All Students 0.782 (0.001) -
Male 0.782 (0.002) -0.001
Female 0.783 (0.001) 0.001
African American 0.783 (0.001) 0.001
Asian 0.769 (0.015) -0.013
Hispanic 0.785 (0.003) 0.002
White 0.780 (0.002) -0.002
Native Hawaiian and Pacific Islander 0.786 (0.013) 0.004
Multi race, non-hispanic 0.779 (0.007) -0.004
Special Needs 0.788 (0.003) 0.006
Not Special Needs 0.781 (0.001) -0.001
English Learners 0.790 (0.002) 0.008
Non-English Learners 0.780 (0.001) -0.002
Economic Disadvantage 0.783 (0.001) 0.001
Not Economic Disadvantage 0.779 (0.002) -0.003

student had previously engaged with to master the skill in focus,
and the student’s historical error count. These features draw inspi-
ration from previous research that has employed similar approaches
to train carelessness detectors [4, 35]. We employ Linear Regres-
sion (LR) in line with prior studies [4, 35], and introduce Random
Forest Regressors (RF) as an alternative technique as a potentially
higher-performance algorithm (but which still has relatively low
risk of overfitting [7]). Both methods are implemented using the
Scikit-learn library [26] using default parameters. As the labels
are numerical probabilities, we use Pearson’s r and Root Mean
Squared Error (RMSE) as the metrics for the carelessness detectors.
To address the imbalanced distribution of students across different
demographic groups, we used Synthetic Minority Over-sampling
Technique (SMOTE; [10]) and compared its results with models
that do not use resampling.

To investigate potential algorithmic biases in these ML mod-
els among the defined demographic groups, we employ a similar
methodology to the method used for the BKT estimates: a 4-fold
student level cross-validation stratified by demographics and eval-
uating the model’s performance for each specific demographic. In
addition, we consider a “leave-one-demographic-out” strategy for
both the training and testing phases. This approach allows us to
examine the model’s generalizability to demographic groups that
were not part of the initial training set, a much less common ap-
proach in our field (but see [27]). This second step is important if
our original training set does not contain all the groups that may
eventually receive the detectors, which is frequently the case in
models applied across a large geographical area.

4 RESULTS

4.1 Algorithmic Bias for BKT

Table 2 presents results confirming that our Bayesian Knowledge
Tracing (BKT) models do not introduce any particular bias against
any population. When evaluated using AUC, the correctness esti-
mation derived from BKT models accurately distinguishes between

correct and incorrect student answers 78.2% of the time (AUC=
0.782). A performance comparison across all demographic groups
reveals a slight AUC difference of 0.017 between the best and worst
predicted mutually exclusive groups (Native Hawaiian and Pacific
Islander students and Asian students, respectively). The second
highest difference in AUC (0.010) between non-overlapping groups
is observed between English and non-English learners (AUC=0.790
and AUC=0.780, respectively). These modest differences showed
that there is no evidence for bias in BKT estimates across single-
demographic groups.

Similar results are observed when considering the intersections
between demographics (Table 3). The AUC difference between the
top and bottom predicted intersectional groups (Native Hawai-
ian and Pacific Islander students without special needs and Asian
non-English learners, respectively) stands at 0.033. Although inter-
sectional groups involving Asian students had some appearance of
trend towards lower performance, the BKT models never had an
AUC deviation greater than 0.015 from the overall student popula-
tion for any such groups. Additionally, the model demonstrates a
higher performance for Native American and Pacific Islander eco-
nomically disadvantaged students (AUC of 0.792) and Hispanic and
African American students with special needs or who are English
learners (AUC of 0.790 for all of them). Nonetheless, the variations
across these intersectional groups remain minor.

4.2 Algorithmic Bias on Carelessness detectors

After verifying that the estimated parameters from the BKT mod-
els for each skill (and therefore our ground truth for carelessness)
do not introduce undue bias and offer a reliable approximation of
actual student performance, we proceeded to train the machine
learning (ML) models. These ML models aim to approximate the
established ground truth without requiring future data, aligning
with real-world applications. Table 4 shows the mean and standard
deviation of the best-performing model for both the general popula-
tion and each demographic group. The top-performing model was
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Table 3: AUC ROC of BKTmodels for each intersection of demographics. Absolute differences between the performance of each

demographic and the entire population are shown in parenthesis. Intersections with less than 10 students are not included.

Male Female Special
Needs

Not
Special
Needs

English
Learners

Not
English
Learners

Economic
Disadvantage

Not Economic
Disadvantage

African American 0.783
(0.001)

0.783
(0.001)

0.790
(0.008)

0.782
(-0.001)

0.790
(0.008)

0.780
(-0.002)

0.783
(0.001)

0.783
(0.001)

Asian 0.770
(-0.012)

0.769
(-0.014)

- 0.768
(-0.015)

0.782
(-0.001)

0.767
(-0.016)

0.769
(-0.014)

0.769
(-0.014)

Hispanic 0.784
(0.002)

0.785
(0.002)

0.790
(0.008)

0.784
(0.002)

0.790
(0.007)

0.783
(0.001)

0.785
(0.003)

0.785
(0.003)

White 0.777
(-0.005)

0.782
(0.001)

0.783
(0.001)

0.779
(-0.003)

0.793
(0.010)

0.779
(-0.003)

0.780
(-0.003)

0.780
(-0.003)

Native Hawaiian and
Pacific Islander

- 0.789
(0.007)

- 0.799
(0.017)

- 0.784
(0.002)

0.792
(0.010)

-

Multi race,
non-hispanic

0.774
(-0.009)

0.784
(0.002)

0.773
(-0.010)

0.780
(-0.002)

0.794
(0.011)

0.778
(-0.004)

0.781
(-0.001)

0.774
(-0.008)

Table 4: Algorithmic fairness of Carelessness detectors for each demographic. Standard deviation of the cross-validation is

shown in parenthesis.

Demographic Pearson’s r Δr RMSE ΔRMSE

All Students (RF) 0.840 (0.001) - 0.216 (0.018) -
All Students (RF+SMOTE) 0.838 (0.001) -0.002 0.217 (0.018) 0.001
All Students (LR) 0.706 (0.001) -0.135 0.282 (0.021) 0.066
Male 0.838 (<0.001) -0.002 0.216 (0.016) 0.001
Female 0.842 (0.001) 0.002 0.215 (0.021) -0.001
African American 0.838 (0.002) -0.002 0.217 (0.023) 0.001
Asian 0.836 (0.009) -0.004 0.215 (0.042) -0.001
Hispanic 0.843 (0.004) 0.002 0.215 (0.036) -0.001
White 0.844 (0.004) 0.003 0.212 (0.033) -0.003
Native Hawaiian and Pacific Islander 0.828 (0.038) -0.013 0.215 (0.094) -0.001
Multi race, non-hispanic 0.848 (0.006) 0.008 0.210 (0.039) -0.006
Special Needs 0.834 (0.003) -0.007 0.221 (0.026) 0.005
Not Special Needs 0.841 (0.001) 0.001 0.215 (0.019) -0.001
English Learners 0.834 (0.003) -0.006 0.223 (0.030) 0.007
Non-English Learners 0.842 (0.001) 0.002 0.214 (0.020) -0.002
Economic Disadvantage 0.841 (0.001) 0.001 0.216 (0.020) -0.001
Not Economic Disadvantage 0.837 (0.004) -0.003 0.217 (0.064) -0.001

a Random Forest Regressor (RF) with an r=0.840 and RMSE=0.216,
a better result than was obtained for Linear Regression (LR), which
performed more poorly than RF across all demographics and the
general population (r=0.706 and RMSE= 0.282). We also experi-
mented with SMOTE as an oversampling technique for underrepre-
sented demographics. However, its performance for the RF models
(r=0.838, RMSE=0.217) was slightly inferior than the performance
without resampling. Consequently, we selected the RF model with-
out resampling for the analyses presented in this paper.

For every group, the test-set correlation between the detector
and ground truth exceeded 0.8, and the RMSE was below 0.23.
This suggests that the ML model effectively mirrors the careless-
ness estimations produced by the BKT models. When assessed

using Pearson’s r, the least accurately predicted group was the Na-
tive Hawaiian and Pacific Islander students (r=0.828), while the
most accurately predicted was the Multi-race, non-Hispanic stu-
dents (r=0.848), a fairly minor 0.020 difference between correla-
tions. RMSE reveals a similar trend. The highest difference between
mutually exclusive groups was observed for the English and non-
English learners (RMSE=0.223 and RMSE=0.214). In terms of race
and ethnicity groups, the Multi-race, non-Hispanic students are
again the best predicted group (RMSE=0.210), while African Amer-
icans rank as the least accurately predicted (RMSE=0.217). These
results consistently demonstrate only minor discrepancies across
different demographics, indicating limited evidence for bias for
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Table 5: Pearson’s r of carelessness detectors for each intersection of demographics. Percentages of difference between the

performance of each demographic and the entire population are shown in parenthesis. Intersections with less than 10 students

are not included.

Male Female Special
Needs

Not
Special
Needs

English
Learners

Non-
English
Learners

Economic
Disadvantage

Not Economic
Disadvantage

African American 0.836
(-0.004)

0.840
(0.001)

0.831
(-0.009)

0.839
(-0.001)

0.831
(-0.010)

0.841
(0.001)

0.839
(-0.001)

0.835 (-0.005)

Asian 0.843
(0.002)

0.830
(-0.011)

- 0.837
(-0.003)

0.825
(-0.015)

0.837
(-0.003)

0.834
(-0.006)

0.839 (-0.001)

Hispanic 0.841
(0.001)

0.844
(0.004)

0.837
(-0.004)

0.844
(0.004)

0.841
(0.001)

0.844
(0.004)

0.843
(0.003)

0.843
(0.003)

White 0.841
(0.001)

0.846
(0.006)

0.834
(-0.006)

0.846
(0.006)

0.843
(0.003)

0.844
(0.004)

0.842
(0.002)

0.846
(0.006)

Native Hawaiian and
Pacific Islander

- 0.825
(-0.016)

- 0.836
(-0.004)

- 0.828
(-0.012)

0.815
(-0.025)

-

Multi race,
non-hispanic

0.846
(0.005)

0.850
(0.010)

0.849
(0.009)

0.848
(0.008)

0.844
(0.004)

0.848
(0.008)

0.848
(0.007)

0.848
(0.008)

Table 6: RMSE of carelessness detectors for each intersection of demographics. Percentages of difference between the perfor-

mance of each demographic and the entire population are shown in parenthesis. Intersections with less than 10 students are

not included.

Male Female Special
Needs

Not
Special
Needs

English
Learners

Non-
English
Learners

Economic
Disadvantage

Not Economic
Disadvantage

African American 0.217
(0.002)

0.216
(0.001)

0.223
(0.007)

0.216
(0.001)

0.224
(0.009)

0.214
(-0.002)

0.217
(0.001)

0.217
(0.001)

Asian 0.209
(-0.006)

0.220
(0.004)

- 0.214
(-0.002)

0.223
(0.007)

0.214
(-0.002)

0.217
(0.001)

0.217
(0.001)

Hispanic 0.216
(0.001)

0.214
(-0.001)

0.219
(0.003)

0.214
(-0.002)

0.220
(0.004)

0.213
(-0.003)

0.215 (-0.001) 0.215
(-0.001)

White 0.213
(-0.002)

0.211
(-0.004)

0.221
(0.005)

0.210
(-0.006)

0.221
(0.005)

0.211
(-0.005)

0.214 (-0.002) 0.210 (-0.006)

Native Hawaiian and
Pacific Islander

- 0.218
(0.003)

- 0.211
(-0.005)

- 0.215
(-0.001)

0.220
(0.005)

-

Multi race,
non-hispanic

0.210
(-0.006)

0.209
(-0.006)

0.210
(-0.006)

0.210
(-0.006)

0.217
(0.001)

0.210
(-0.006)

0.210 (-0.006) 0.210 (-0.006)

the ML-based carelessness detector across individual demographic
groups.

Tables 5 and 6 present the model’s performance across several
demographic intersections, considering r and RMSE, respectively.
The worst-predicted intersectional group was the Native Hawaiian
and Pacific Islander students with economic disadvantage (r=0.815),
obtaining r 0.025 lower than the overall student population. This
result contrasts with the third best-predicted group, Multi-race,
non-Hispanic students, also with economic disadvantages (r=0.848).
Similarly, female students from these two groups had fairly differ-
ent performances from each other; the best-predicted group was
an intersectional group involving female students (Multi race, non-
hispanic; r=0.850), but so was the second-worst predicted group

(Native Hawaiian and Pacific Islander; r=0.825). Although the dif-
ference between the predictions for Native Hawaiian and Pacific
Islander students and Multi-race, non-hispanic students was ob-
served when examining single demographics, this specific distinc-
tion for female students and students with economic disadvantage
can only be observed through the intersectional analysis, underscor-
ing the distinct findings produced by this type of analysis. While the
differences are minor here (0.033 for students with economic disad-
vantage and 0.025 for female students between the two mentioned
races), other contexts or constructs might reveal more pronounced
disparities.

Differences were also observed betweenWhite students with and
without special needs (r=0.834 and r=0.846, respectively), between
Asian English and non-English learners (r=0.825 and r=0.837), and



LAK ’24, March 18–22, 2024, Kyoto, Japan Andres Felipe Zambrano et al.

Table 7: Algorithmic transferability of carelessness detectors for each demographic training with the other demographic groups.

Demographic Pearson’s r Δr RMSE ΔRMSE

Male 0.835 -0.005 0.218 0.003
Female 0.837 -0.003 0.218 0.003
African American 0.832 -0.008 0.221 0.005
Asian 0.840 0.001 0.213 -0.003
Hispanic 0.843 0.003 0.215 -0.001
White 0.844 0.004 0.212 -0.004
Native Hawaiian and
Pacific Islander

0.842 0.002 0.212 -0.004

Multi race, non-hispanic 0.850 0.010 0.208 -0.007
Special Needs 0.835 -0.005 0.220 0.005
Not Special Needs 0.821 -0.019 0.227 0.012
English Learners 0.832 -0.008 0.224 0.009
Non-English Learners 0.828 -0.012 0.221 0.006
Economic Disadvantage 0.831 -0.009 0.222 0.006
Not Economic Disadvantage 0.839 -0.001 0.215 -0.001

between Asian male and female students (r=0.843 and r=0.830).
However, in all cases, these differences remain below 0.02. Similarly,
the RMSE reveals a modest difference and the same trends between
the intersectional groups described before, but all differences remain
below 0.02. These results suggest that the ML carelessness detector
consistently performs well across intersectional groups.

4.3 Transferability among different

demographics

To evaluate the model’s generalizability to demographic groups not
included in its initial training, we utilized a "leave-one-demographic-
out" strategy. Table 7 shows that Pearson’s r does not decrease by
more than 0.02 compared to the baseline performance of the entire
population (r= 0.840, as detailed in Table 5), for any group. The
worst transferability is observed for the students without special
needs (when the model was trained with students with special
needs; r=0.821), and for non-English learners (when the model
was trained with English Learners; r=0.828), but those differences
are modest. Similarly, the RMSE does not exceed an increase of
0.012 for any group compared to the broader student population’s
RMSE. Again, the worst-predicted group is the students without
special needs when the model was trained on students with special
needs (RMSE=0.227), but the difference is minor. Both findings
suggest that, for every demographic group examined in this study,
models trained using data from other demographics can achieve
performance nearly equivalent to those trained with data from the
demographic where the model is applied.

Using the same methodology for intersectional groups, we note
a slight decrease in the model’s transferability (Table 8 and 9), with
the largest differences in performance appearing for the same in-
tersectional groups observed in section 4.2. The largest decreases
in the detector performance occur for Native Hawaiian and Pa-
cific Islander female students (r=0.827, RMSE=0.219) and for Na-
tive Hawaiian and Pacific Islander students facing economic dis-
advantage (r=0.811, RMSE=0.226). These results contrast with the

transferability observed for Multi-race, non-Hispanic female stu-
dents (r=0.853, RMSE=0.208) andMulti-race, non-Hispanic students
facing economic disadvantage (r=0.850, RMSE=0.209). This is the
largest gap noted in all our bias evaluation methods but is still rela-
tively small (less than 0.04 in Pearson’s r and less than 0.02 in RMSE)
compared to the levels of algorithmic bias reported in other work
(see [4]). Notably, one of the groups with the least transferability
also involved English learners (African American English learners,
r=0.830, RMSE=0.225), showing again that the intersectional group
can reveal results that cannot be observed from the single demo-
graphic groups analysis. However, once again, the difference still
remains modest.

5 DISCUSSION AND CONCLUSION

In this research, we analyzed whether three forms of algorithmic
bias were present for knowledge (BKT) and carelessness models.
We found evidence that performance was close to equal across
demographic groups, for these models, including intersectional
categories, and tests where we held out entire demographic groups
during model training (a test of model applicability to entirely new
demographic groups), for carelessness. Overall, model performance
was excellent across all groups – better than past detectors of these
types in other data sets (e.g. [4, 18, 35]). We attribute this high
overall performance to the use of a more contemporary algorithm
for carelessness (Random Forest instead of Linear Regression) and
the extensive past efforts made by the system developers to refine
learning content so that the BKT algorithm would fit better. For all
those cases, the detectors maintained successful performance, with
the largest declines being less than 0.035 in AUC (for BKT), 0.040
in Pearson’s r, and 0.020 in RMSE (for carelessness).

Several factors may explain the low degree of algorithmic bias.
Algorithmic bias can often be due to limited sample size; although
some groups were not well represented in the data, the dataset was
large overall, comprising 5,856 students making 8124 actions and
completing 433 problems spanning an entire academic year. Such a
large sample size increases the representation of students with a
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Table 8: Pearson’s R of carelessness detectors for each intersection of demographics training with the other demographic

groups. Intersections with less than 10 students are not included.

Male Female Special
Needs

Not
Special
Needs

English
Learners

Non-
English
Learners

Economic
Disadvantage

Not Economic
Disadvantage

African American 0.836
(-0.004)

0.839
(-0.01)

0.833
(-0.007)

0.834
(-0.006)

0.830
(-0.010)

0.839
(-0.001)

0.836
(-0.004)

0.837
(-0.003)

Asian 0.846
(0.006)

0.835
(-0.005)

- 0.840
(-0.001)

0.831
(-0.09)

0.842
(0.002)

0.839
(-0.001)

0.842
(0.002)

Hispanic 0.843
(0.003)

0.846
(0.006)

0.839
(-0.001)

0.844
(0.004)

0.841
(0.001)

0.845
(0.005)

0.844
(0.004)

0.843
(0.003)

White 0.842
(0.002)

0.848
(0.008)

0.838
(-0.002)

0.846
(0.006)

0.847
(0.007)

0.844
(0.004)

0.844
(0.004)

0.846
(0.006)

Native Hawaiian and
Pacific Islander

- 0.827
(-0.013)

- 0.854
(0.014)

- 0.842
(0.002)

0.811
(-0.029)

-

Multi race,
non-hispanic

0.850
(0.010)

0.853
(0.013)

0.849
(0.009)

0.850
(0.010)

0.855
(0.015)

0.849
(0.009)

0.850
(0.010)

0.851
(0.011)

Table 9: RMSE of carelessness detectors for each intersection of demographics training with the other demographic groups.

Intersections with less than 10 students are not included.

Male Female Special
Needs

Not
Special
Needs

English
Learners

Non-
English
Learners

Economic
Disadvantage

Not Economic
Disadvantage

African American 0.218
(0.002)

0.217
(0.001)

0.221
(0.006)

0.219
(0.003)

0.225
(0.009)

0.215
(-0.001)

0.219
(0.003)

0.217
(0.001)

Asian 0.208
(-0.008)

0.217
(0.002)

- 0.212
(-0.004)

0.220
(0.005)

0.210
(-0.006)

0.214
(-0.001)

0.210
(-0.006)

Hispanic 0.215
(-0.001)

0.213
(-0.002)

0.218
(0.002)

0.214
(-0.002)

0.219
(0.004)

0.212
(-0.004)

0.215
(-0.001)

0.212
(-0.004)

White 0.212
(-0.003)

0.210
(-0.005)

0.219
(0.003)

0.210
(-0.006)

0.219
(0.003)

0.211
(-0.005)

0.213
(-0.003)

0.210
(-0.006)

Native Hawaiian and
Pacific Islander

- 0.219
(0.003)

- 0.203
(-0.013)

- 0.212
(-0.004)

0.226
(0.010)

-

Multi race,
non-hispanic

0.208
(-0.007)

0.208
(-0.008)

0.209
(-0.006)

0.208
(-0.008)

0.208
(-0.008)

0.209
(-0.007)

0.209
(-0.007)

0.208
(-0.008)

range of identities and attributes (within the specific district where
the data was acquired), enhancing the likelihood of the model gen-
eralizing effectively for a new student. With this extensive dataset,
there is a higher probability that the model has previously observed
students bearing similarities to any new learner who studies in
the same school district. Given this, future studies should inves-
tigate the impact of overall training set size on algorithmic bias,
and perhaps consider sampling methods that can minimize bias in
smaller samples. Second, all the students considered in this study
are part of the same school district. This shared educational con-
text, despite the students’ varied demographics, likely provides a
level of uniformity in their learning experiences. This uniformity
makes it more feasible for the model to generalize across students
within this shared school district. This may explain the results
of the transferability analysis; even when trained on data from

students of a different demographic, the model maintained its per-
formance. Students from different demographic groups, due to their
shared community, might exhibit behaviors parallel to their peers,
regardless of demographic differences. This underlines the potential
existence of patterns transcending these demographic variances,
possibly influenced by contextual variables like the school envi-
ronment, urban setting, or broader regional factors (such as state
curricular standards and regional teacher training programs) that
go beyond the traditional demographic categories considered in
this study. Prior research on other constructs has found evidence
for algorithmic bias when models are trained on students from a dif-
ferent geographical region [2, 27]. As such, further work is needed
to understand which contextual differences impact the performance
of models of different contexts.

Although the models employed in this study demonstrated high
performance and reduced bias across multiple demographic groups,



LAK ’24, March 18–22, 2024, Kyoto, Japan Andres Felipe Zambrano et al.

it is uncertain whether these outcomes are transferable to regions
with distinct cultural, socioeconomic, and linguistic backgrounds.
Much of the current research on learning-related detectors is cen-
tered on students in the United States, usually from only one district
or state, underscoring the need for similar studies in more diverse
contexts. Future research must not only gather ample data to de-
velop models that perform accurately but also confirm that these
models are equally accurate for all demographic groups within the
target population. This requirement could have additional chal-
lenges due to potentially reduced technological capabilities and
stricter data collection regulations in different contexts. Addition-
ally, content should also be tailored to the linguistic and cultural
differences of these diverse and new populations before acquiring
the data necessary to conduct this type of analysis. Despite these
challenges, it is imperative to undertake these efforts and expand
the research on the algorithmic bias of models across contexts and
populations.

In summary, this study underpins how much work remains to
be done before we, as a community, fully understand the scope
and impact of algorithmic bias on learning analytics. Issues such
as intersectionality and transfer to unseen populations have been
understudied, and many types of models (even models frequently
used in the real world, such as BKT) have not been studied in terms
of algorithmic bias at all. Our findings here are fairly positive, but
join a growing literature of more negative examples (e.g. [6]). Going
forward, work should investigate a broader range of constructs,
and aim to assess biases not only within conventional demographic
categories but also at their intersections and beyond traditional cat-
egories like race, gender, and socioeconomic status. Only through
such comprehensive evaluations can we ensure that algorithms
used in practical settings are fair for all students.
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