Who’s learning? Using demographics in EDM research
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The growing use of machine learning for the data-driven study of social issues and the implementation of data-driven decision processes has required researchers to re-examine the often implicit assumption that data-driven models are neutral and free of biases. The careful examination of machine-learned models has identified examples of how existing biases can inadvertently be perpetuated in fields such as criminal justice – where failing to account for racial prejudices in the prediction of recidivism can perpetuate or exacerbate them – and natural language processing – where algorithms trained on human languages corpora have been shown to reproduce strong biases in gendered descriptions. These examples highlight the importance of thinking about how biases might impact the study of educational data and how data-driven models used in educational context may perpetuate inequalities. To understand this question, we ask whether and how demographic information, including age, educational-level, gender, race/ethnicity, socio-economic status (SES) and geographical location, is used in Educational Data Mining (EDM) research. Specifically, we conduct a systematic survey of the last five years of EDM publications that investigates whether and how demographic information about the students is reported in EDM research and how this information is used to 1) investigate issues related to demographics, 2) use the information as input features for data-driven analyses or 3) to test and validate models. This survey shows that, although a majority of publication reported at least one category of demographic information, the frequency of reporting for different categories of demographic information is very uneven (ranging from 5% to 59%) and only 15% of publications used demographic information in their analyses.
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1. INTRODUCTION

Machine learning is an increasingly popular method for analyzing important social questions (Barocas & Selbst, 2016), as it is more capable than traditional approaches of analyzing very
large data sets. For example, it has allowed researchers to study legislative and judicial behaviors of the U.S. Supreme Court (Lauderdale & Clark, 2014) and to more accurately identify potential recipient of food security and social safety net interventions (McBride & Nichols, 2016). In education research, this trend is reflected in the emergence of new academic societies, such as the International Educational Data Mining Society (IEDMS)\(^1\) and the Society for Learning Analytics Research (SoLAR)\(^2\), dedicated to the study of how advances in machine learning can be leveraged to support education (e.g., Ferguson, 2012; Siemens & Baker 2012; Verbert et al., 2012).

A powerful characteristic of machine learning is its ability to extract implicit information from data in order to reveal trends and associations that might not otherwise have been discovered through human inspection, enabling accurate prediction of real-world outcomes and labels. However, growing concerns have emerged about the fairness of models created through the usage of machine learning that is otherwise technically accurate (Feldman et al., 2015; Hajian & Domingo-Ferrer, 2013; Holstein et al., 2019; Romei & Ruggieri, 2014; Stoyanovich et al., 2018; Zafar et al., 2015, 2017; Žliobaite, 2017). As machine learning is designed to discover implicit trends in data, it sometimes models social biases that are implicitly encoded in the data it analyzes.

This question of fairness is especially relevant to social applications of machine learning where uneven degrees of accuracy or systematically biased predictions could have important consequences. For example, “Redlining” practices (where African Americans were not allowed to purchase real estate in certain neighborhoods) mean that zip-codes must be used cautiously, lest the models using it as an input variable inadvertently recreate racially discriminatory patterns. These concerns have already drawn legal attention in both real estate and banking/lending practices (cf. Barocas & Selbst, 2016), and would likely also create issues for any education researchers who were not vigilant in the use of this data as well.

As issues of social inequity are frequently found in educational contexts, the risk of producing an algorithm that replicates these social ills is high, particularly if researchers are not paying careful attention to the types of variables being used in their research and how they relate to these social trends. Sampling biases may also create issues that are not related to historical discriminatory processes or protected classes. For example, when creating automated detectors for the recognition of student emotions, Ocumpaugh et al. (2014) found that differences in student population (students from multiple urban, suburban and rural schools) impacted the detection of affect. Detectors trained on one population of students did not generalize well to other populations and could have substantially reduced the accuracy of predictions for some groups of students (in this case, those from rural schools).

Ensuring algorithmic fairness in education is a herculean task, but an important place to start is to look at the degree to which EDM researchers, as a community, are documenting and studying the kinds of information necessary to identify and address such social biases. For these reasons, we investigate how Educational Data Mining (EDM), as a community, approaches issues of equity and fairness in the data-driven study of education that examines the use of demographic information in EDM studies. Specifically, we survey the last five years of publications in the EDM community, coding for the categories of demographic information\(^3\),

\(^1\) [http://www.educationaldatamining.org/](http://www.educationaldatamining.org/)
\(^2\) [https://solaresearch.org/](https://solaresearch.org/)
\(^3\) The categories were chosen to reflect common categories included by the US Department of Education’s student demographic statistics (see [https://www2.ed.gov/rschstat/catalog/student-demographics.html](https://www2.ed.gov/rschstat/catalog/student-demographics.html))
including age, education-level, gender, race/ethnicity, socio-economic status (SES) and geographical location, that were reported (if any) in the publication and how those demographics are used (i.e., to investigate potential population differences, to generate features for data-driven analyses, or to test and validate models). The results show that, although around 72% of publications reported at least one demographic category, there is a wide range in the frequency of reporting for different categories – from 5% to 59%. Similarly, whereas 72% of the paper reported information on at least one demographic category, only 15% applied this information in any way during their analyses.

2. Biases in Machine Learning Applications

The growing implementation of algorithmic-based decision processes was in part ushered in under assumptions that algorithms are, by default, impartial. This assumption, termed the neutrality fallacy (e.g., Sandvig, 2015), has been questioned by those who are concerned that these untested assumptions leave us vulnerable to inadvertently developing (prejudicially) discriminatory classification rules (e.g., Perdeschi et al., 2008), which are increasingly becoming a target of legal consequences (e.g., Gellert et al., 2013; Makkonen, 2007). As Veale and Binns (2017) point out, ‘neutral’ choices in machine learning systems do not exist – candidates for these, such as software defaults, are best thought of as arbitrary.” Some have gone as far as to say models that do not explicitly test for the effects against protected classes “cannot be discrimination aware” because they cannot actively guard against prejudicial discrimination practices being replicated in the model (Žliobaite 2017), or as Galhotra and colleagues (2017) summarize, “Knowing if there is discrimination can lead to better-informed decision making.” In this section we discuss some of the issues and findings surrounding algorithmic fairness.

2.1. Algorithmic Biases Across Disciplines

Researchers from a wide range of disciplines, from criminal justice and other areas of law (Simoiu et al., 2017), to natural language processing (Caliskan et al., 2017; Blodgett et al., 2016; Jurgens et al., 2017; Hovy, 2015; Kiritchenko & Mohammad, 2018; Tatman, 2017; Wiltz 2017), to facial recognition and other research related to vision (Alvi et al., 2018; Brosch et al., 2013; Klare et al., 2012; Hendrix et al., 2018; Misra et al., 2016; van Miltenburg, 2016; Nieva, 2015), to emotion recognition (Howard et al., 2017 Shaffer, 2018), to hiring practices (Chen et al., 2018), to medicine (Ashen et al., 2017; Gianfrancesco et al., 2018; Goodman et al., 2018; Maddox et al., 2018; Rajkomar et al., 2018; Verghese et al., 2018), to the testing of software for consumer services and advertising (Galhotra et al., 2017; Sweeney, 2013), have raised concerns about the effects of subpopulations—whether or not they are part of a protected class—and reminded their colleagues that algorithms are only as good as the data they contain since algorithms’ biases are likely to reflect their training data (Jaton, 2017). While opaque black-box algorithms that maximize goodness of fit have become increasingly popular many have cautioned that the opacity of some algorithms makes them more susceptible to misinterpretation when their output is presented to human decision makers (e.g., Ziewitz, 2016).

In some cases, historically problematic practices may influence the data in ways that are understood generally, but not addressed by machine learning. As d’Alessandro and colleagues (2017) discuss, an algorithm that finds that men are more likely to achieve a longer tenure in employment may be detecting a poor working environment for women, which could inadvertently be reinforced if it were used as part of the hiring criteria. This kind of bias in an algorithm is also seen in algorithms that make use of U.S. zip codes, where there is a history of
“Redlining” African Americans into and out of certain neighborhoods and subsequently not providing people with loans based on the perceived risk of those neighborhoods (see discussion in Barocas & Selbst, 2016). It is also seen in criminal justice data (e.g., Chouldechova, 2017).

Cases like these are particularly problematic when the results of machine learning algorithms are used to train future algorithms, primarily because they are driven by precision feedback (the ratio of good to bad candidates who passed through the initial algorithm) with no feedback on the initial algorithm’s recall (how many good candidates were excluded). As d’Allesandro and colleagues (2017) explain, “Once the model has learned to shut out a particular group, it has little opportunity to unlearn the said trend,” a process that continues to perpetuate inequality, whether or not the variable triggering the algorithmic decision is an actual demographic category (e.g., sex or race) or just a proxy variable associated with that group.

Moreover, just because a system is treating two groups as the same, does not mean that the treatment results in identical outcomes. As Mitchell et al., (2018) point out, the consequences for a low-income applicant who is denied a loan may be far more severe than that of a high-income applicant. Given these concerns, it is important to recognize that a high performing algorithm (by some statistical performance metrics) might still fail at value-sensitive design criteria, which evaluate algorithms by their ability to reflect moral or legal values like fairness of opportunity (e.g., Friedman, 1996).

Increasingly, researchers are working towards developing techniques for non-discriminatory algorithms (e.g., Calders & Verwer, 2010; Kamisha et al., 2012; Kamiran & Calders, 2012; Ruggieri et al., 2010a; Yao et al., 2017), including explorations of bias within historical data (e.g., Ruggieri et al., 2010b) and metrics that explicitly investigate differences in predictive goodness between groups (e.g., Gardner et al., 2019). Some suggest that the only way to ensure equity is to collect the sensitive information associated with discriminatory practices so that discriminatory biases in the algorithms can be explicitly evaluated (e.g., Zliobaite & Custers, 2016), while others have worked to develop new methods for statistically inferring such potentially sensitive information when it is either unavailable or undesirable to collect (e.g., Chakraborthy et al. 2017). Holstein and colleagues (2019) suggest a need for fairness-aware data collection to “support practitioners in collecting and curating high quality datasets in the first place, with an eye towards fairness in downstream ML models”. Such work could help to solve the value alignment problem suggested by Hadfield-Menell and colleagues (2016), that seeks to generate performance criteria which align with the cultural values of its users (see also Bostrom, 2016), in some cases to meet legal criteria (Goodman & Flasman, 2016; Zliobaite, 2017).

Ultimately, therefore, the fairness may result more from the application of the algorithm (and the subsequent consequences to the groups it categorizes) than how it categorizes a particular group. We have seen this problem in medical research, where biological differences mean that men and women often need different doses of medicine or different types of treatment altogether, but when working with behavioral data, there are reasons to believe that both biological and non-biological differences may be important to address. For example, Gosse and Arnocky (2012) describe a concern where all children are treated the same, but there appears to be a disparate effect on some sub-population(s). Specifically, they suggest that the repeated reduction of playground time and other opportunities for physical education may be exasperating symptoms of autism and attention deficit hyperactivity disorder, requiring more medication than would be otherwise necessary to treat these conditions. Moreover, they worry that this may be responsible for the over-diagnoses of young boys with these symptoms (although readers are encouraged to explore the literature on the potential under diagnoses of young girls with these conditions, e.g., Bierdman et al., 2002; Gaub & Carlson, 1997).
2.2. **Examples from Natural Language Processing**

As some have pointed out, hidden biases are relatively common in data (Rosenbaum, 2001; Hacker and Wiedemann, 2017) and replicating these biases may be useful for some applications, but dangerous in others (i.e., the value alignment problem). One area where biases have become of particular concern is in the field of Natural Language Processing (NLP), where algorithms trained on large corpora of human languages have been shown to (re)produce strong biases in how men and women are described (e.g., Bolukbasi et al., 2016). These biases could have dire consequences when applied to hiring practices, but as Zadronzy and colleagues (2000) point out, gendered biases can be quite beneficial to the development of a dialogue system for certain conversational topics (e.g., clothing).

Likewise, if those in education wanted to use NLP tools to evaluate letters of recommendation for students, they should seek to use tools that eliminate gendered biases. On the other hand, if designers of a learning system were trying to recommend examples to increase student engagement and reinforce learning, the use of an algorithm that reflected gendered “roles, norms, and expectations” (e.g., Eckert’s 1989 discussion of gendered language variation), could help to provide more appropriate recommendations for conversational strategies. These would need to be used cautiously, however, since the kinds of gender preferences discussed in some research (e.g., Pinkard 2005; Kinzie & Joseph, 2008) are not universally generalizable. If the cultural climate reflected in the training data is not valid for the students who are being educated with that algorithm, the use would obviously not align with the values.

2.3. **Bias and Education Data**

In order to reach goals of developing truly personalized education, traditional demographic information may not result in the best algorithmic recommendations, as demographics are often a proxy for a number of biological, cultural, and other environmental conditions. In addition to demographic segmentation, behavioral and psychometric segmentation (e.g., Burr et al., 2018) might be more appropriate. However, it seems particularly important that researchers recognize the different ways in which demographic variables may influence this behavior, while also taking into consideration the different kinds of statistical underrepresentation that may occur (e.g., Yao & Huang, 2017).

There is, after all, no shortage of literature on demographic differences in education (e.g., Gutiérrez & Rogoff, 2003; Nasir & Hand, 2006), and there are at least a half a dozen major theories on education that explicitly reference sociocultural contexts (Ladson-Billings, 1998; Ladson-Billings, 1995; Bakhtin, 2010; Paris & Byrnes, 1989; Bandura, 2001; Roth & Lee, 2007; Lave, 1991; Siemens, 2005; Wadssworth, 1996; Ültanir, 2012). In addition to the language-based practices that may cause the kind of biases we see in NLP algorithms, there are other important cultural practices that may impact learning in unexpected ways. For instance, Karumbaiah et al.’s (2019) findings on the relationship between school-level demographics and help-seeking practices suggest that more subtle socio-linguistic differences may influence students’ interactions with online learning systems. This finding may help to explain the myriad of conflicting evidence the EDM community has seen in the efficacy of help systems in online learning (e.g., Koedinger & Aleven, 2007; Karumbaiah et al., 2019). Similarly, Agranovich et al.’s (2011) analyses shows that cultural differences inform American and Russian students’ reactions to timed tests, a finding that could also inform the design of online learning systems.
If the EDM community is not even reporting demographics, it can be difficult to determine which results will generalize to new populations, let alone to ensure that we are not exasperating the opportunity gaps (Childs, 2017; Milner IV, 2012; Welner & Carter, 2013) that have historically prevented some demographics from achieving their full potential.

3. METHODS

In order to determine the extent to which the current practices in the EDM community are adequately addressing the potential effects of demographic differences, we conducted a survey of every paper published at an official EDM venue in the last five years (2015 to 2019). As described below, these papers were first coded to determine which demographic categories (if any) are reported, and then if/how those categories were used in the analyses.

3.1. PUBLICATIONS SURVEYED

Specifically, we surveyed the 385 papers published in the International Journal of Educational Data Mining and the International Conference on Educational Data Mining. Publications in related venues (e.g., the Journal of Learning Analytics) were not surveyed, as the goal was to survey current practices in the EDM community. Despite the considerable thematic overlap between EDM and learning analytics, both the community of researchers (Labarthe et al., 2018) and their practices (Baker & Siemens, 2014) are different. Since the goal of the survey is to identify current trends in EDM research, the survey was limited to the last five years of EDM publications (2015 to 2019 inclusively), as earlier papers may not be representative of the rapidly changing practices of this community.

For publications at the EDM conference, both full papers and short papers were surveyed. Poster papers, however, were excluded, as their limited format often lends itself toward early work in progress rather than more detailed analyses. Furthermore, in practice, they often include papers that were cut for length.

3.2. CODING CATEGORIES

Several characteristics were considered when coding these papers. As outlined in Table 1, this included whether or not demographic information was potentially relevant to the analyses. Among those papers where coders did deem demographic information to be applicable, papers were further categorized by whether or not demographic information was (1) analyzed, (2) merely reported, or (3) not reported. Among those papers that analyzed demographic information, we subdivided them by how the demographic information was used, namely, whether it was (i) investigated, (ii) included as features in models, or (iii) used to test and validate a machine-learned model. Finally, for any paper where demographic information was analyzed or reported, we recorded which demographic information was considered. This nested coding scheme is described in greater detail below.

Table 1: Nested coding scheme, based on how demographic information is used, if at all. Note that a publication could potentially use the information in more than one type of analyses (e.g. both investigated and features in models). Categories where the type of demographic information was also coded are marked with an asterisk.

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Applicable</td>
<td>Demographic data was deemed potentially relevant to the analyses</td>
</tr>
</tbody>
</table>
1. Analyzed* Paper makes use of at least one of the following categories in its analysis: age, educational level, gender, race, SES, or geographic location

   i. Investigated* Analysis specifically investigates the relationship between demographic information and construct being examined

   ii. Features in Models* Demographic information is used as input features during model training

   iii. Testing & Validation* The model is validated across different sub-groups of participants, based on their demographic information

2. Reported* Demographic information of any kind is reported only (it is not used in any analyses)

3. Not Reported* No demographic information is reported (and, as such, it is not used in the analyses in any way)

II. Not Applicable Demographic data was deemed NOT relevant to the analyses

3.2.1. Demographic categories considered

Six demographic categories were considered in this study: age, educational-level, gender, race/ethnicity (referred to as “race” in the paper for conciseness), socio-economic status (SES) – sometimes reported using the proxy variable of free and reduced lunches – and geographic location – including the participants location in the world (country, region of a country, etc.) or the urbanicity of the location. These were chosen to reflect common categories included by the US Department of Education’s student demographics statistics. The US department of education usually organize their statistics by state (geographic location) and grade (education-level). They collect information about age, sex/gender, race/ethnicity, English proficiency, disability and income to relate them to various educational variable such as assessment results, school suspensions, bullying, etc.

Out of the categories commonly reported by the US department of statistics, data related to English proficiency (or proficiency in a primary language for studies conducted in countries where English is not the primary language) and data about student disabilities were not coded in our survey. This decision was made because very few of the surveyed papers reported on these categories. Both of those categories were almost exclusively reported when the study presented in the paper was on a topic specifically related to the category (see discussion at the end of section 5.1 for examples).

3.2.2. Applicability of demographic categories

As EDM research sometimes address methodological issues or involves data that would not contain demographic variation (e.g. the analysis of instructional content), we first categorized publications in regard to whether the reporting of demographic information was applicable or not. For example, papers comparing the properties of different knowledge tracing algorithms (Khajah et al., 2016; Doroudi & Brunskill, 2017), using document segmentation to automatically label a document with learning objectives (Bhartiya et al., 2016) or automatically identifying learning paths through web learning resources (Labutov & Lipson, 2016) would all be considered as paper for which the study of demographic information is not applicable. On the other hand, most any paper that uses student data to develop a model of a learning outcomes

---

4 [https://www2.ed.gov/rschstat/catalog/student-demographics.html](https://www2.ed.gov/rschstat/catalog/student-demographics.html)
(or associated constructs) could potentially be using data that shows demographic-based differences. These papers were therefore coded as applicable.

3.2.3. Subdivisions of papers where demographics were applicable

Among papers where demographics were found to be applicable, coders determined whether the demographics were (1) analyzed. If the demographics were not part of the analysis, but the publication provided an overview of the distribution of the participants across any demographics (or it provided more detailed data about this category for each participant), the publication was coded as (2) reported. Publications that did not provide any demographic information about their research subjects, even though it may have been relevant to the analyses, were coded as (3) not reported.

3.2.4. Subdivisions of papers where demographics were analyzed

Finally, among papers where the data was analyzed, we coded for how that information was incorporated into the analysis. Specifically, we coded whether the paper (i.) investigated how demographic categories interacted with the outcome variable being examined, (ii.) used the demographic variables as a feature in the model development process and/or (iii.) tested and validated the model to see if it generalizes across these demographics. Papers could potentially be coded in multiple categories of use.

Papers coded as investigated use EDM approaches to investigate and answer at least one question related the experiences of different student demographics. For example, issues of cultural differences can be investigated through use of information related to the geographic location of participants. This approach was used by Liu and colleagues (2016), who used hierarchical clustering to construct online course activity profiles and then studied whether students in different countries showed different profiles. Other examples are seen in Saarela and Kärkkäinen (2015), who used clustering to investigate the existence of country stereotypes in PISA, and in Feng and colleagues (2016), who used hierarchical linear regression models (HLM) to investigate gendered differences in how students benefited from online homework intervention. Investigation studies are important, as they attempt to measure potential biases, improving our understanding of how demographic factors may interact with the constructs being studied. Their results provide researchers with valuable information about the factors that need to be accounted for in order to ensure minimal biases.

Papers in the features in models category used demographic variables as input features to improve the quality of the models that were created as part of a study. This could be achieved, for example, by including information about gender and race when training a predictive model. Papers were coded as features in models if demographic variables were reported to have been used as input variables, regardless of whether or not they were selected as features in the final models. Within the EDM community, this approach has been used to identify students who are most likely to enroll at a university (Slim et al., 2018) and students who are at risk of dropping out of high school (Knowles, 2015). One of the main benefits of using this approach is that including demographic variables as inputs can lead to increased performance for a model (see Wolff et al.’s (2013) comparison of models with and without demographic variables). In particular, incorporating demographic variables in this fashion can make it possible for a model to differentiate between populations by applying different criteria to students from different groups when generating predictions. However, simply using demographic information as an input feature when developing a model does not validate that the model will be equitable for every population. In addition, doing so creates some risk. For one thing, if there are base rate
differences between groups due to societal biases, incorporating demographics as a variable may simply replicate these biases (saying, for instance, that a student is more at risk because of their group). This use of demographic variables may actually hide problematic forms of bias. For example, if instructors use more discretion to lift grades for students of one group than another group, including group status in the model may capture these differences in risk without understanding or treating the systematic causes of the differences. Treating two students as different solely because of their race may also risk violating regulations around equal treatment for members of different groups. As such, even when including demographic variables as features in models, it might be desirable to also validate that inclusion of those variables results in a more equitable performance for the models across diverse populations and to investigate why including these features improves performance.

Papers using demographics for testing and validation do not necessarily investigate specific questions related to fairness and equity nor do they necessarily directly include demographic variables in their analyses. Rather, the values of the demographic variables are used to define different testing sets that can be used to validate that a created model performs similarly across multiple populations of participants. For example, Kai et al. (2017) created models to predict whether students were likely to continue their participation in an online degree. While the models were trained using only behavioral variables, they were repeatedly applied to diverse testing sets to evaluate how well the models performed for students of different genders and different races. Samei et al. (2015) used a similar approach to evaluate how well models developed for the classification of classroom discourse generalizes across datasets collected from different schools in different geographical settings (urban vs. non-urban school). The result of using demographic information for testing and validation is not an increase in our understanding of possible biases and other issues of fairness and equity nor an increase in the performance of models created using EDM methods. Rather, it is a way for researchers to identify potential limitations of their models and to facilitate fair and equitable use of EDM models, based on a better understanding of the context in which a model will or will not perform as expected. While we may not explicitly learn of bias from this approach, at minimum we avoid replicating bias or even magnifying it.

3.3. CODING PROCESS

The publications in this survey were coded by the third and fourth author of this paper. First, the third author surveyed the 2016 and 2017 conference proceedings in order to validate our survey categories. Next, a subset of these publications was selected by the first author to include examples from each of the categories of demographic information use in analyses (Table 1), and these were re-coded by the fourth author in order to check their reliability. As few papers made use of demographic information beyond reporting (only 8 across both years), the number of papers selected for this subset was limited to 14. In order to prevent biases, the fourth author was not aware of this selection process. Both authors had near perfect agreement, with only one disagreement across all categories (regarding whether demographic information was applicable). This disagreement was resolved through discussion and it was decided that the definition used by the first coder (third author) was preferable. Once this disagreement was resolved, the fourth author completed the survey for the 2015-2018 publications of the International Conference on Educational Data Mining and of the International Journal of Educational Data Mining.

Following this coding session, a second set of papers, coded by the fourth author, was selected to formally evaluate inter-rater agreement. Selection of the paper was semi-random and
designed to ensure that multiple examples of rare codes were included in the selected set. The two coders were not informed about how papers were selected to avoid coding bias. The set was composed of all the papers coded by the fourth author which included any one of the investigated, features in models, and testing & validation codes. For papers coded as reported, not reported, or not applicable, a random sample of 15% of the papers in each category was selected. In total, this second set included 61 papers.

Inter-rater agreement was computed across all papers that were coded by both coders (75 papers in total). Agreement across all the six demographic data categories and the six coded related to use of demographic data in the papers’ analyses was evaluated using Cohen’s Kappa and ranged from 0.721 to 0.946 (see Table 2).

Table 2: Inter-rater agreement for each of the 12 codes included in the coding scheme.

<table>
<thead>
<tr>
<th>Code</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.902</td>
</tr>
<tr>
<td>Education Level</td>
<td>0.916</td>
</tr>
<tr>
<td>Gender</td>
<td>0.946</td>
</tr>
<tr>
<td>Race</td>
<td>0.744</td>
</tr>
<tr>
<td>Socio-economic status</td>
<td>0.801</td>
</tr>
<tr>
<td>Geographical location</td>
<td>0.765</td>
</tr>
<tr>
<td>Investigated</td>
<td>0.721</td>
</tr>
<tr>
<td>Features in model</td>
<td>0.888</td>
</tr>
<tr>
<td>Testing &amp; validation</td>
<td>0.850</td>
</tr>
<tr>
<td>Reported Only</td>
<td>0.803</td>
</tr>
<tr>
<td>Not Reported</td>
<td>0.868</td>
</tr>
<tr>
<td>Not applicable</td>
<td>0.825</td>
</tr>
</tbody>
</table>

Finally, the fourth author coded publications from year 2019, including both conference proceedings and journal articles.

4. **RESULTS**

Results demonstrate 1) the percentage of publications for which demographic information was applicable, 2) how many publications reported demographic information from at least one category, 3) which categories of demographic information is most commonly reported, 4) what percentage of publications made use of the demographic information and 5) what type of use was most frequent. Each coding categories were aggregated by year for each venue (conference vs. journal) and by publication format (journal article vs. full and short conference papers).

4.1. **APPLICABLE DEMOGRAPHIC INFORMATION**

First, we examine how frequently demographic information could potentially have influenced the data being examined in EDM publications. The reader may recall that this coding category, applicable, differentiates analyses of data that do not contain demographic variation (e.g., analyses of instructional content that does not make use of student data) from investigations
where demographic differences could potentially influence the outcomes of the research (e.g., analyses of student behaviors).

As Table 3 shows, nearly 75% of EDM publications in this study contained analyses where demographic information was applicable. This finding holds across all five years of publications that we coded. While journal articles show more variation than conference proceedings, the majority of EDM publications use data that could potentially have been influenced by demographic variation.

Table 3: Total number of publications in the survey and number of publications where demographic information was considered applicable.

<table>
<thead>
<tr>
<th></th>
<th>Total Publications</th>
<th>Demographic Info is applicable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>N (%)</td>
</tr>
<tr>
<td>Conference by year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td>91</td>
<td>59 (64.83%)</td>
</tr>
<tr>
<td>2016</td>
<td>82</td>
<td>64 (78.05%)</td>
</tr>
<tr>
<td>2017</td>
<td>51</td>
<td>47 (92.16%)</td>
</tr>
<tr>
<td>2018</td>
<td>60</td>
<td>44 (73.33%)</td>
</tr>
<tr>
<td>2019</td>
<td>64</td>
<td>47 (73.43%)</td>
</tr>
<tr>
<td>Journal by year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td>13</td>
<td>8 (61.54%)</td>
</tr>
<tr>
<td>2016</td>
<td>6</td>
<td>6 (100.00%)</td>
</tr>
<tr>
<td>2017</td>
<td>6</td>
<td>5 (83.33%)</td>
</tr>
<tr>
<td>2018</td>
<td>7</td>
<td>4 (57.14%)</td>
</tr>
<tr>
<td>2019</td>
<td>5</td>
<td>4 (80.00%)</td>
</tr>
<tr>
<td>Publication type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conf (Full)</td>
<td>136</td>
<td>101 (74.26%)</td>
</tr>
<tr>
<td>Conf (Short)</td>
<td>212</td>
<td>160 (75.47%)</td>
</tr>
<tr>
<td>Journal</td>
<td>37</td>
<td>27 (72.97%)</td>
</tr>
<tr>
<td>All papers</td>
<td>385</td>
<td>288 (74.81%)</td>
</tr>
</tbody>
</table>

4.2. Demographic Information, Reported and Analyzed

Next, we look at what demographic categories were reported among the publications that were coded as applicable. Within this category are papers that analyzed demographic data; these included papers that investigated demographics, that used demographics as input features in the model, and that used the demographics for testing and validation. There are also papers where demographic information was merely reported and also papers where no demographic information is reported at all.

4.2.1. Which demographic categories were analyzed or reported?

Table 4 shows which of the six demographic categories (age, gender, race, geographic location, educational level and SES) were reported or analyzed across publication type. It also calculates the percentage of papers that did so as a function of the number of papers where demographic information was deemed applicable. Note that some of the papers that analyzed
demographic data reported on more demographic categories than were analyzed. That is, a study could report the age and grade level of the students, but only incorporate gender in the analyses.

Table 4: Frequency that each of the demographic categories was reported across all publications for which demographic information was applicable.

<table>
<thead>
<tr>
<th>At least one</th>
<th>Age</th>
<th>Ed. Level</th>
<th>Gender</th>
<th>Race</th>
<th>SES</th>
<th>Geographic Loc</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Conference by year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td>42</td>
<td>71%</td>
<td>10</td>
<td>17%</td>
<td>33</td>
<td>56%</td>
</tr>
<tr>
<td>2016</td>
<td>38</td>
<td>59%</td>
<td>15</td>
<td>23%</td>
<td>32</td>
<td>50%</td>
</tr>
<tr>
<td>2017</td>
<td>31</td>
<td>66%</td>
<td>5</td>
<td>11%</td>
<td>29</td>
<td>62%</td>
</tr>
<tr>
<td>2018</td>
<td>34</td>
<td>77%</td>
<td>8</td>
<td>18%</td>
<td>28</td>
<td>64%</td>
</tr>
<tr>
<td>2019</td>
<td>38</td>
<td>81%</td>
<td>8</td>
<td>17%</td>
<td>29</td>
<td>62%</td>
</tr>
<tr>
<td><strong>Journal by year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td>8</td>
<td>100%</td>
<td>3</td>
<td>38%</td>
<td>7</td>
<td>88%</td>
</tr>
<tr>
<td>2016</td>
<td>6</td>
<td>100%</td>
<td>5</td>
<td>83%</td>
<td>6</td>
<td>100%</td>
</tr>
<tr>
<td>2017</td>
<td>4</td>
<td>80%</td>
<td>1</td>
<td>20%</td>
<td>3</td>
<td>60%</td>
</tr>
<tr>
<td>2018</td>
<td>2</td>
<td>50%</td>
<td>1</td>
<td>25%</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>2019</td>
<td>4</td>
<td>100%</td>
<td>0</td>
<td>0%</td>
<td>4</td>
<td>100%</td>
</tr>
<tr>
<td><strong>Publication type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conf (Full)</td>
<td>71</td>
<td>70%</td>
<td>25</td>
<td>25%</td>
<td>60</td>
<td>59%</td>
</tr>
<tr>
<td>Conf (Short)</td>
<td>112</td>
<td>70%</td>
<td>21</td>
<td>13%</td>
<td>91</td>
<td>57%</td>
</tr>
<tr>
<td>Journal</td>
<td>24</td>
<td>89%</td>
<td>10</td>
<td>37%</td>
<td>20</td>
<td>74%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>207</td>
<td>72%</td>
<td>56</td>
<td>19%</td>
<td>171</td>
<td>59%</td>
</tr>
</tbody>
</table>

As these results show, journal articles are more likely than conference proceedings to report at least one demographic variable (89% for journals vs. 70% for both full and short conference papers). However, it is important to note that the smaller number of papers published in the journal each year results in larger variations in reporting frequency when comparing each publication year for the journal. For example, publication year 2018 only contained four journal papers for which demographic information was considered applicable.

Moreover, the reporting of different demographic categories was uneven, with some categories reported much more frequently than others (from 5% to 59%). However, general trends can be observed in regard to which categories are more often reported than others. For instance, SES is almost always the least reported category while education level is almost always the most reported. (The only exception is for 2018 journal articles, where only two papers reported demographic information).

4.2.2. Which kinds of analyses were most common?

We looked in more detail at the papers that analyzed demographics. In total, 44 of the 288 publications where demographic data was deemed applicable were found to have analyzed at least one demographic category. As Table 5 shows, 20 investigated potential differences that demographic data might help to explain in the construct being studied. Another half of these papers (22) used the demographic data as an input feature when developing a model, and only 4 explicitly used demographics in the testing/validation process.
Table 5: List of the 44 papers that used demographics in at least one of their analyses, arranged alphabetically by year. Type of analyses is given, and papers marked with * are repeated in two levels of analyses. Analyses did not always include every category of Demographics Reported.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Pub. Venue</th>
<th>Analyses Type</th>
<th>Ed Ed</th>
<th>Sex</th>
<th>Race</th>
<th>SES</th>
<th>Geo</th>
<th>Demographics Reported</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bhatnagar et al., 2015</td>
<td>Conf-S</td>
<td>X -- -- -- --</td>
<td>X -- -- -- --</td>
<td>X -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bravo et al., 2015</td>
<td>Conf-S</td>
<td>X -- -- -- --</td>
<td>X X X -- -- X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dee Miller et al., 2015</td>
<td>Journal</td>
<td>-- X -- -- --</td>
<td>X X X -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ezen-Can &amp; Boyer, 2015</td>
<td>Conf-F</td>
<td>-- X -- -- X</td>
<td>X X X -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowles, 2015</td>
<td>Journal</td>
<td>-- X -- -- X</td>
<td>X X X X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Luo et al., 2015</td>
<td>Conf-S</td>
<td>-- X -- -- X</td>
<td>X -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nižnan et al., 2015</td>
<td>Conf-F</td>
<td>-- -- X -- --</td>
<td>-- -- -- -- X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Riddle et al., 2015</td>
<td>Conf-F</td>
<td>-- X -- -- X</td>
<td>X X X -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rowe et al., 2015</td>
<td>Conf-S</td>
<td>X -- -- -- X</td>
<td>X -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saarela &amp; Kärkkäinen, 2015*</td>
<td>Conf-F</td>
<td>X X -- -- X</td>
<td>-- X -- X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Samei et al., 2015</td>
<td>Conf-S</td>
<td>-- X -- -- X</td>
<td>-- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schneider &amp; Blikstein, 2015</td>
<td>Journal</td>
<td>X -- -- -- X</td>
<td>X X X -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strecht et al., 2015</td>
<td>Conf-S</td>
<td>-- X -- -- X</td>
<td>X X X X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Warner et al., 2015</td>
<td>Conf-S</td>
<td>X -- -- -- X</td>
<td>X -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zheng et al., 2015</td>
<td>Conf-S</td>
<td>-- X -- -- X</td>
<td>X -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zimmerman et al., 2015</td>
<td>Journal</td>
<td>-- X -- -- X</td>
<td>X X X -- -- X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bydžovská, 2016</td>
<td>Conf-S</td>
<td>-- X -- -- X</td>
<td>X X X -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crossley et al., 2016</td>
<td>Journal</td>
<td>X -- -- -- X</td>
<td>X X X X -- X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feng et al., 2016</td>
<td>Conf-S</td>
<td>X -- -- -- X</td>
<td>X X X -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labarthe et al., 2016</td>
<td>Conf-S</td>
<td>-- X X X X X</td>
<td>-- -- X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liu et al., 2016</td>
<td>Conf-F</td>
<td>X -- -- -- --</td>
<td>-- -- -- -- X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rowe et al., 2016</td>
<td>Conf-S</td>
<td>X -- -- -- X</td>
<td>X -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spoon et al., 2016*</td>
<td>Journal</td>
<td>X X -- -- X</td>
<td>X X X -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweeney et al., 2016</td>
<td>Journal</td>
<td>-- X -- -- X</td>
<td>X X X X -- X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yang et al., 2016</td>
<td>Journal</td>
<td>X -- -- -- X</td>
<td>X X X -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kai et al., 2017</td>
<td>Conf-S</td>
<td>-- -- X X X X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liu et al., 2017</td>
<td>Conf-F</td>
<td>-- X -- -- X X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Madaio et al., 2017</td>
<td>Conf-S</td>
<td>-- X -- -- X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Backenköhler et al., 2018</td>
<td>Conf-S</td>
<td>-- X -- -- X</td>
<td>X X X -- -- X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chopra et al., 2018</td>
<td>Conf-F</td>
<td>-- X -- -- X</td>
<td>-- X X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crues et al., 2018</td>
<td>Conf-F</td>
<td>-- X -- -- X</td>
<td>-- X -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Du et al., 2018</td>
<td>Conf-S</td>
<td>X -- -- -- X</td>
<td>X -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naismith et al., 2018</td>
<td>Conf-S</td>
<td>X -- -- -- --</td>
<td>-- -- -- -- X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nguyen &amp; Liew, 2018</td>
<td>Conf-S</td>
<td>-- X -- -- X</td>
<td>-- -- -- -- X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Park et al., 2018</td>
<td>Conf-F</td>
<td>X -- -- -- X</td>
<td>X X X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pytłarz et al., 2018</td>
<td>Conf-S</td>
<td>-- X -- -- X</td>
<td>X X X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slim et al., 2018</td>
<td>Conf-S</td>
<td>-- X -- -- X</td>
<td>X X X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aulck et al., 2019</td>
<td>Conf-F</td>
<td>-- X -- -- X</td>
<td>X X X X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hutt et al., 2019</td>
<td>Conf-F</td>
<td>X -- -- -- X</td>
<td>X X X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jensen et al., 2019</td>
<td>Conf-S</td>
<td>-- X -- -- X</td>
<td>X X X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karumbaiah et al., 2019</td>
<td>Conf-F</td>
<td>X -- -- -- X</td>
<td>X -- -- X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Palaez et al., 2019</td>
<td>Journal</td>
<td>X -- -- -- X</td>
<td>X X X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ren et al., 2019</td>
<td>Conf-F</td>
<td>X -- -- -- X</td>
<td>-- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Toda et al., 2019</td>
<td>Conf-S</td>
<td>X -- -- -- X</td>
<td>-- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
These results (summarized in Table 5) suggest that, when researchers use demographic information, it is mostly to take advantage of demographic information to improve their models (i.e. as features in models) or to answer research questions related to demographic information (i.e. investigated). Few publications used demographic information to validate that the results of the analyses were not biased (i.e. testing & validation).

### 4.2.3. Which types of analyses appeared in which kinds of publications?

Table 6 summarizes this information according to the same publication categories reported above, comparing the frequency in which at least one demographic category was included in the various kinds of analyses to the frequency in which demographics were only reported (without analyzing any demographics) and the frequency in which demographics were not reported at all (NR). Because each sub-category of analyzed (i.e. investigated, features in models, and testing & validation) is independent, a publication could use demographic information in multiple ways. However, the reported category is treated as exclusive; a publication is considered as reported information only if the information was reported but not explicitly used. We also counted the number of publications that used demographic information for at least one of the three identified uses.

Table 6: Frequency for each category of use for demographic information across all publications for which demographics were applicable. The analyzed category includes any publication coded as investigated, features in models, or testing and validation.

<table>
<thead>
<tr>
<th></th>
<th>Investigated N</th>
<th>Investigated %</th>
<th>Feature in Model N</th>
<th>Feature in Model %</th>
<th>Testing &amp; validation N</th>
<th>Testing &amp; validation %</th>
<th>Analyzed (Subtotal) N</th>
<th>Analyzed (Subtotal) %</th>
<th>Reported N</th>
<th>Reported %</th>
<th>Not Reported N</th>
<th>Not Reported %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Conference</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td>5</td>
<td>8%</td>
<td>7</td>
<td>12%</td>
<td>1</td>
<td>2%</td>
<td>12</td>
<td>20%</td>
<td>29</td>
<td>49%</td>
<td>18</td>
<td>31%</td>
</tr>
<tr>
<td>2016</td>
<td>3</td>
<td>5%</td>
<td>1</td>
<td>2%</td>
<td>1</td>
<td>2%</td>
<td>5</td>
<td>8%</td>
<td>34</td>
<td>53%</td>
<td>25</td>
<td>39%</td>
</tr>
<tr>
<td>2017</td>
<td>0</td>
<td>0%</td>
<td>2</td>
<td>4%</td>
<td>1</td>
<td>2%</td>
<td>3</td>
<td>6%</td>
<td>28</td>
<td>60%</td>
<td>16</td>
<td>34%</td>
</tr>
<tr>
<td>2018</td>
<td>3</td>
<td>7%</td>
<td>5</td>
<td>11%</td>
<td>1</td>
<td>2%</td>
<td>9</td>
<td>20%</td>
<td>25</td>
<td>57%</td>
<td>10</td>
<td>23%</td>
</tr>
<tr>
<td>2019</td>
<td>4</td>
<td>9%</td>
<td>2</td>
<td>4%</td>
<td>0</td>
<td>0%</td>
<td>6</td>
<td>13%</td>
<td>32</td>
<td>68%</td>
<td>9</td>
<td>19%</td>
</tr>
<tr>
<td><strong>Journal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td>1</td>
<td>13%</td>
<td>3</td>
<td>38%</td>
<td>0</td>
<td>0%</td>
<td>4</td>
<td>50%</td>
<td>4</td>
<td>50%</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>2016</td>
<td>3</td>
<td>50%</td>
<td>2</td>
<td>33%</td>
<td>0</td>
<td>0%</td>
<td>4</td>
<td>67%</td>
<td>2</td>
<td>33%</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>2017</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>4</td>
<td>80%</td>
<td>1</td>
<td>20%</td>
</tr>
<tr>
<td>2018</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>2</td>
<td>50%</td>
<td>2</td>
<td>50%</td>
</tr>
<tr>
<td>2019</td>
<td>1</td>
<td>25%</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>1</td>
<td>25%</td>
<td>3</td>
<td>75%</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td><strong>Paper Type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conf (Full)</td>
<td>6</td>
<td>6%</td>
<td>7</td>
<td>7%</td>
<td>1</td>
<td>1%</td>
<td>13</td>
<td>13%</td>
<td>56</td>
<td>55%</td>
<td>32</td>
<td>32%</td>
</tr>
<tr>
<td>Conf (Short)</td>
<td>9</td>
<td>6%</td>
<td>10</td>
<td>6%</td>
<td>3</td>
<td>2%</td>
<td>22</td>
<td>14%</td>
<td>92</td>
<td>58%</td>
<td>46</td>
<td>29%</td>
</tr>
<tr>
<td>Journal</td>
<td>5</td>
<td>19%</td>
<td>5</td>
<td>19%</td>
<td>0</td>
<td>0%</td>
<td>9</td>
<td>33%</td>
<td>15</td>
<td>56%</td>
<td>3</td>
<td>11%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>20</td>
<td>7%</td>
<td>22</td>
<td>8%</td>
<td>4</td>
<td>1%</td>
<td>44</td>
<td>15%</td>
<td>163</td>
<td>57%</td>
<td>81</td>
<td>28%</td>
</tr>
</tbody>
</table>
5. DISCUSSION

Results from the survey of publications for which demographic information is applicable shows that, despite the important technological focus of EDM research, EDM research generally involve an important human component as research project often involves the study of human behaviors or include data from key actors (e.g. teachers, students, administrators, etc.). Overall, demographic information was considered applicable for 75% of the inventoried publications. Despite observed variations in this percentage across venues and years, no obvious trend is observed based on year of publications. When considering the different types of publications, the percentage of papers for which demographic information is applicable is fairly stable, ranging from 73% for journal papers to 75% for short conference papers.

5.1. REPORTING DEMOGRAPHIC CATEGORIES

While a majority of publications for which demographic information is applicable described at least one category (72%), they varied greatly in which categories they included. Some categories, such as the education level of participants in the study, are often included (59% of time) whereas others such as SES are much less common (5%). Additionally, while there are no clear trends in reporting practices when comparing full and short conference proceedings, journal articles consistently report more categories of demographic information (see Figure 1). We hypothesize that this might be due to the nature of journal articles, which tend to have more space to provide demographic information and often present more mature work.

![Frequency of report for each categories of demographic information](image)

Figure 1: Percentage of time each category of demographic information was reported (among publications for which demographic information was considered applicable), for all papers and for each type of publication.

Unsurprisingly, the two demographic categories that are most often included in EDM publications are geographic location and education level (respectively 43% and 59%). Researchers regularly report the geographic location of the school where the data was collected (with varying levels of specificity) and the education level is often described alongside the learning domain under investigation (e.g., “8th grade mathematics class” or an “undergraduate
science course”). This kind of demographic information is easy to document, as it does not require the collection of additional data from each unique participant in the study. However, if other important demographic categories are not included, these descriptions may over-represent the homogeneity of the student population. That is, when we describe students with terms like “9th graders from a small, suburban school district,” without capturing other categories known to affect educational behaviors, we exaggerate the uniformity of the data.

Categories that are more closely tied to individual students—as opposed to the entire population of the study—were less frequently reported. Among the other four demographic categories we considered, age (19%) and gender (25%) appear to be reported with similar frequency (although the former may sometimes be roughly inferred by the education level), while race and socioeconomic status lag behind considerably. The amount of effort (and opportunity) required to collect information about individual participants, combined with the increased risks to being able to personally (re)identify research participants, appears to hinder this kind of data collection. Indeed, the frequency in which different demographic categories were reported was inversely proportional to how sensitive it is considered, with race and SES reported quite infrequently (respectively 9% and 5%).

To be fair, there are altruistic reasons to avoid collecting sensitive data, as some researchers may worry that the increased institutional and regulatory requirements could limit their ability to work with populations who are most in need. For example, sampling bias may increase when consent forms are required (e.g., Noll et al, 1997). However, there are ways to help mitigate these issues (see, for example, discussion in Fletcher & Hunter, 2003), and there is good reason that this type of personal information is important to consider when investigating issues of equity and fairness.

Other sub-populations of students that we did not include in our survey, such as Second Language Learners and students with learning disabilities, are important to consider as well. We did not specifically code for these categories as very few EDM papers included information related to them. One exception is Naismith et al., (2018), who showed the importance of using datasets containing data from English Second Learners (ESL) to more accurately measure lexical sophistication. Another exception (Klinger et al., 2017) involved data from students suffering from developmental dyscalculia (DD). As was the case for race and SES, information related to special needs status and learning disabilities might be difficult to obtain as it can be very sensitive. However, it is important to consider it as it is likely to impact the student’s learning experience.

5.2. ANALYZING DEMOGRAPHICS

Although a majority of publications reported at least one category of demographic information (72%), only 15% analyzed demographics. In most publications, demographics were either only reported the information (57%) or were not reported at all (28%).

The use of demographics does vary by publication type. Journal articles are more likely to use demographic information in their analysis than conference proceedings of either length, and it is possible that the space affordances of journals contributes to these findings. It is important to note, however, that use of demographic information is very uneven from year to year, both for journal and conference publications. (See Table 6, above.)

In terms of how demographic information is analyzed (Figure 2), the most common usage for demographic information is as input features for models (8%), closely followed by investigated (7%). The use of demographic information for testing and validation is much less frequent (1%).
Figure 2: Percentage of time different use for demographic information was included in analyses (among publications for which demographic information was considered applicable), for all papers and for each type of publication.

5.3. IMPLICATIONS FOR FAIRNESS IN EDM RESEARCH

While the survey presented in this article does not directly quantify existing biases in EDM research, it provides a big picture of current efforts that could lead to addressing issues of bias and fairness through collection, reporting and analysis of demographics. It appears that there is a general recognition of the importance of demographics in educational research (72% of publications reported at least one demographic category). A majority (59%) of publications provided information related to the education level of the study’s participants and 43% reported the geographic location of the study. This information is important when considering bias in who participates in EDM research and to assess whether results could be expected to generalize across different contexts, but these variables are not sufficient for describing students’ sociocultural background.

Moreover, variables that are more likely to be related to historical problems with educational equity are much less likely to be reported. Data related to gender, race and SES were reported in 25%, 9% and 5% of publications respectively. Members of our community (e.g., Holstein et al., 2019) have identified a perceived need for fairness-aware data collection as an important component of addressing fairness, but this work surveyed the machine learning community more broadly. The result of our survey suggests the EDM community has a similar need and should make conscious efforts to consider bias and fairness when collecting, reporting, and testing our data.

Reporting demographic information, by itself, can contribute to fairer research in EDM as it provides a better understanding of the context in which EDM research takes place. However, larger efforts might be required to truly address issues of bias and fairness. The low number of publications (15%) analyzing demographic information at all suggests that there is still room for reflection on the utility of demographic variables beyond describing the context in which research takes place. While 7% of publications directly investigated research questions related to demographics, the most frequent use of demographic variables was in the context of model
building. This form of analysis might generally improve the quality of the models when assessed using conventional metrics. However, it is unclear whether it impacts issues of bias and fairness. Only a very small amount of publications (1%) used demographics to directly assess model biases through testing and validation. These numbers are unlikely to convince any researchers who specialize in equity that our field is taking this issue seriously, and in some countries, this oversight might soon become subject to legal consequences.

6. CONCLUSION

The result of our survey of the use of demographic information in EDM research reveals a genuine effort in including equity and fairness in EDM research through demographic information. However, this effort is still mostly confined to a restricted number of publications that specifically study these issues, either through direct investigation of demographic variables or through inclusion of demographic variables as input features for data analysis.

We believe that there is room for these issues to be considered in more publications, especially through the usage of demographic variables to test and validate how general models are across diverse populations of students. Common validation approaches in EDM research have evolved as the field has grown – over the history of EDM, we have seen a shift from no cross-validation or test sets, to the use of simple (flat) cross validation, to higher-level cross-validation (e.g. student-level cross-validation to evaluate generalization to new students, etc.). We believe that a similar shift could occur to further validate how well models perform when applied to different sub-populations of students, to ensure that results of EDM analyses are fair and equitable.

Given the wide-ranging evidence about potential for demographic biases to emerge in inferential analysis and the well-documented relationship between students’ sociocultural background and their educational outcomes, we would suggest that this might be the only way to ensure that our algorithms are value aligned. That is, it is not enough to treat all students the same (regardless of needs), we must instead ensure that all students are having their needs met by the systems and algorithms we design.

In an ideal scenario, using demographic information to further validate the results of EDM research should not demand a large amount of additional effort. However, in order to conduct such validation, it is necessary to collect the relevant demographic information when conducting studies. This can prove to be challenging, as EDM research sometimes employs historic data that were collected without demographic information, or data from platforms without the ability to require students to provide this information. Additionally, the collection of demographic information during new study can create additional challenges due to the sensitive nature of some demographic variables (e.g., race and SES). Studies might require additional protective measures to ensure the privacy of participants, might require more strict review by institutional review boards, and some participants might be less likely to participate in studies with this type of information is requested from them.

The greater onerous of such sensitive data may reduce its availability. For example, it has largely prevented the collection of some forms of data, such as student disability status, which could be very important for guaranteeing equal effectiveness. We simply do not know if learning technology is working well for students with many disabilities. While this protection is understandable, the subsequent avoidance of collecting disability-related information means that any student with a learning disability is essentially a guinea pig, even when they have access to the same technology that has been extensively vetted for other students in his or her class.
This situation is certainly not value aligned, and neither are other uses where we have not shown that a technology or algorithm is socio-culturally appropriate for any student. That is, since we know that demographic categories regularly interact with educational outcomes, we have an obligation to test and validate our models in ways that align with that knowledge.

Though additional effort is needed to collect demographic data, we believe that the additional efforts required to conduct such research will have long term benefits for the EDM community. Since research has shown the existence of biases in other applications of machine learning and EDM research often deals with data representing human behaviors, EDM research is at risk of producing biased research and inequitable systems. While, ongoing research from communities such as the Fairness, Accountability and Transparency in Machine Learning (FAT/ML)\(^5\) community have been working towards the development of fairness measures (Corbett-Davies, & Goel, 2018; Gaiane & Pechenizkiy, 2018; Yang & Stovanovich, 2017) and algorithmic solutions (Celis et al., 2019; Kamiran, Calders, & Pechenizkiy, 2010; Kamishma, Akaho, & Sakuma, 2011; Zemel et al., 2013) to address biases and fairness in machine learning applications, there is a need to study how those approaches can be applied to educational data, identify the specific characteristics of fairness in educational data and develop methods that are adapted to those characteristics.

We believe that the EDM community, due to the interdisciplinary nature of the field of EDM, combining technical expertise in machine learning and deep knowledge of education issues, is uniquely positioned to investigate and address issues of biases, equity and fairness in educational data, advancing the fair applications of machine learning to benefit all members of society. Moreover, when there is a group that has historically been denied opportunities, it is important (both legally and morally) that we are not designing learning environments that exasperate these social issues by systematically underserving a particular population. Good intentions are important, but since cultural and behavioral differences often interact in unpredictable ways, it is important that we follow Lynch and Stucker’s (2012) advice to always show our data.
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